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Abstract. We consider the problem of selecting investment components
according to two partially opposed measures: the portfolio performance
and its risk. We approach this within Markowitz’s model, considering the
case of mutual funds market in Europe until July 2010. Comparisons were
made on three multi-objective evolutionary algorithms, namely NSGA-
II, SPEA2 and IBEA. Two well-known performance measures are con-
sidered for this purpose: hypervolume and R indicator. The compar-
ative analysis also includes an assessment of the financial efficiency of
the investment portfolio selected according to Sharpe’s index, which is a
measure of performance/risk. The experimental results hint at the supe-
riority of the indicator-based evolutionary algorithm.

1 Introduction

There are several theoretical studies related to risk-return interaction. The po-
tential loss of performance or investment is not static, but it always depends on
market developments. In the literature, we can find several proposals that model
this scenario. For example, Markowitz’s model [1] has become a key theoretical
framework for the selection of investment portfolios. However, its application in
practice has not been as extensive, mainly due to the mathematical complexity
of the method.
Markowitz’s model with multiple objectives is expressed as:
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where w; is the investor’s share of the budget for the financial asset i (to be
found), 0%(R,) is the variance of the portfolio p, and o;; is the covariance between
the returns of the values ¢ and j. E(R)) is the expected return or portfolio p,
which are the set of proportions that minimize the risk of the portfolio and and
its corresponding value. The set of pairs [E(R,), 0?(R,)] or combinations of all
risk-return efficient portfolios is called the efficient frontier. Once known, the
investor chooses according to his preferences the optimal portfolio. In this model
some other restrictions can be added, such as cardinality (a maximum of K is
non-zero weights) or limits on the percentage of an asset allocation. In this paper
we focus on the constraints of the first type:
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The research considers a comparative study between different multi-objective
evolutionary algorithms. More specifically the comparative study considers three
algorithms: SPEA2 [2], NSGA-II [3], and IBEA [4]. We also address the selection
of a point in the Pareto front using Sharpe’s index [5] whose expression is:
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This index is a risk-return ratio. The numerator is the excess return defined
by the difference between the yield on the portfolio (E(R,)) and the risk free
rate (Rp) in the same period of assessment. The portfolio risk is measured by
the standard deviation of this (o,,). That is, indicates the yield premium offered
by a portfolio per unit of total risk of the same. It follows that the higher the
risk-reward ratio, the greater the success of fund management.

The objective of this goal is to assess comparatively the performance of sev-
eral multi-objective EAs on this problem scenario. For this purpose, we will
firstly overview some related work in next section.

2 Related work

There is a plethora of works in the literature dealing with the use of MOEAs
in the area of investment portfolio optimization. Without being exhaustive, we
can firstly cite the work by Diosan [6], who makes a comparison between PESA
[7], NSGA II and SPEA2, and through empirical results suggests the adequate-
ness of PESA. See also [8] for a comparison of these techniques in this context.
Chang et al. [9] compare the use of different meta-heuristics (both evolution-
ary and local-search ones) for finding the efficient frontier by adding cardinality
constraints. Perez et al. [10] make in turn a comparison between MOGA [11],
NPGA [12] and NGGA [13] concluding the superiority of NGGA. On the other
hand, Doerner et al. [14] make a comparison between Pareto Optimization Us-
ing Ant Colony (PACO), simulated annealing and NSGA [15] in terms of both
quality and computational cost, suggesting the superiority of PACO. Ehrgott



et al. [16] propose an interesting variation of Markowitz’s model adding addi-
tional objective functions to consider the individual preferences of the investor,
and find genetic algorithms to perform better than local-search techniques. Skol-
padungket et al. [17] perform a comparison between VEGA [18], MOGA, NSGA
IT and SPEA2 in the context of financial portfolio optimization, and find that
SPEA2 provide the best performance.

3 Material and Methods

In the following we will address the data and algorithms used in the experimenta-
tion, as well as the performance measures considered for evaluating performance.

3.1 Data Analyzed

We consider data corresponding to mutual funds in Europe. More precisely,
these data comprise the stock value of the funds, sampled on a monthly basis for
five years. This period of time is long enough to span a full market cycle, with
rises and falls, but not large enough to comprise profound changes in the reality
of each of the fund shares, thus making past information little representative
for foreseeing future performance. Based on this analysis we take a sample at
the discretion of choosing funds that are no older than five years and are still
available on the market. Table 1 shows the various funds used. The risk-free
return Ry is referenced is 0.04.

Table 1. Mutual funds considered [19]

Mutual Fund Europe
1 DFA United Kingdom Small Compan
2 Eastern European Equity A (VEEE)
3 Eastern European Equity C (VEEC)
4 Henderson European Focus A (HFE)
5 Henderson European Focus B (HFE)
6 ING Russia A (LETRX)
7 JPMorgan Russia A (JRUAX)
8 JPMorgan Russia Select (JRUSX)
9 Metzler Payden European Emergin
10 Mutual European A (TEMIX)
11  Mutual European B (TEUBX)
12 Mutual European C (TEURX)
13 Mutual European Z (MEURX)
14 Royce European Smaller Companie
15 Third Millennium Russia I (TMRI)




3.2 Algorithmic Methods

The optimization of investment portfolios according to a variety of performance-
risk profiles lends itself very well to multi-objective optimization techniques in
general, and multi-objective evolutionary algorithms (MOEAS). Aiming to com-
pare the performance of three different MOEASs on the same problem setting and
using the same experimental data, we have considered the following techniques:

1. Second-generation Pareto-based MOEAs: NSGA-II (Non-dominated Sorting
Genetic Algorithm II) [3] and SPEA2 (Strength Pareto Evolutionary Algo-
rithm 2) [2]. These MOEAs are based on the notion of Pareto-dominance,
used for determining the solutions that will breed and/or the solutions that
will be replaced. furthermore, as second-generation techniques they exploit
elitism (an external archive of non-dominated solutions in the case of SPEA2,
and a plus-replacement strategy in the case of NSGA-II). More precisely,
NSGA-II sorts the population in non-domination levels (performing binary
tournament on the so-obtained ranks for selection purposes), and uses crowd-
ing for performing replacement and spreading the Pareto front. As to SPEA2,
it features an external archive of solutions which is used to calculate the
“strength” of each individual i (the number of solutions dominated by or
equal to ¢, divided by the population size plus one). This is used for selec-
tion purposes (aiming to minimize the strength of solutions which are non-
dominated by tentative parents). SPEA2 also includes a nearest-neighbor
density estimation technique to spread the front, and a sophisticated archive
update strategy to preserve boundary conditions.

2. Indicator-based MOEAs: IBEA (Indicator-Based Evolutionary Algorithm)
[4] attempts to incorporate practical decision-making and privileged infor-
mation when searching for Pareto solutions. The question that arises is how
to concentrate the search in regions of the Pareto front that are of interest
to the person responsible for taking the decision. This is done in IBEA by
maximizing (or minimizing) some performance indicator. By doing so, IBEA
can be considered a collective approach, where selective pressure is exerted
to maximize the performance of the whole population. In this work, we have
considered an IBEA based on the e-indicator [20].

As to the parameters considered, these are described in Table 2.

3.3 Performance Indicators

The evaluation of the performance of a MOEA is in itself a multi-objective
problem, that can be approached in multiple ways. We have considered two
well-known performance indicators: the hypervolume indicator [21] and the Rs
indicator [22]. The first one provides an indication of the region in the fitness
space that is dominated by the front, and which must be maximized for bet-
ter performance. As to the second indicator, it estimates the extent to which a
certain front approximates another one (the Pareto-optimal front or a reference



Table 2. Parameterization considered in the experimentation

Parameter Value
representation binary
number of genes 15
gene size 10 bits
size of chromosome 150
population size 300
generations 100
selection type tournament/elitist
crossover operator 2-Point Crossover
crossover probability 0.8
mutation operator bitflip
mutation probability 0.0666

front if the former is unknown). We have considered the unary version of this
indicator, taking the combined NSGA-II/SPEA2/IBEA Pareto front as a refer-
ence set. Being a measure of distance to the reference set, Ry must be minimized
for better performance

4 Experimental Results

Experimentation has been done before the three algorithms described, namely,
NSGA-II, SPEA2 and IBEA, using the PISA library [23], the parameters de-
scribed in Table 2, and the data described in Table 1. Four different values of
the cardinality constraint K have been considered, namely K € {2,4,7,15}. For
each algorithm and value of K, thirty runs have been done.

4.1 Analysis of the Pareto Front

The first part of the experimentation focused on the analysis of the obtained
Pareto front. The three algorithms behave very similarly, with slight differences
is the high-risk end of the fronts. To analyze in more detail these results we
have applied the two performance indicators mentioned in Sect. 3.3, namely
hypervolume and Rs. In the first case we have used as reference a point of
maximum risk and minimum benefit. As to the latter, distance is measured
against the best-known front (the combined front front the three algorithms).
Figures 1-2 shows the distribution of values of the indicators for each algorithm
for the two extreme cardinality values (K = 2 and K = 15).

Inspection of these figures indicates that SPEA2 provides better performance
for a low value of K. In this constrained scenario, SPEA2 provides a broader
dominance of the performance-risk fitness space, and is globally closer to the
best-known Pareto front. However, in the other end of the spectrum (high value
of K, and hence less constrained portfolios) IBEA stands out as a more effective
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Fig. 2. Hypervolume and R, indicator for K = 15

algorithm. This is also the case for the intermediate values K = 4 and K =
7. In all cases, these performance differences can be shown to be statistically
significant (at oo = 0.05) via the use of a non-parametric Wilcoxon test [24].

4.2 Analysis through Sharpe’s ratio

Sharpe’s index is used for decision-making once a front is obtained; it allows
picking a single solution out of the whole efficient front, trying to maximize
excess profit per risk unit. Geometrically, this can be interpreted as finding the
straight line with highest slope that is tangent to the front and passes through
the risk-free point (0, Rp). This is obviously influence by the shape of the front;
the analysis of the results through this index can thus be used how efficient are
the MOEAs in terms of the performance-risk profile arising from this decision-
making procedure. Figure 3 shows the distribution of Sharpe’s index values for
the different cardinality values.
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Fig. 3. Sharpe’s index distribution for MOEAs under Markowitz’s model. Top row:
K =2 (left) and K =4 (right). Bottom row: K = 7 (left) and K = 15 (right).

Visual inspection of these results indicate a substantial advantage for IBEA.
This advantage is again shown to be statistically significant via the use of a
Wilcoxon ranksum test (o = 0.05). We can also make an analysis of how different
algorithms behave when varying the risk-free return component (Rg). In this
case, it can be observed that as the cardinality rises, IBEA returns slightly
better results for increasing risk-free values.

5 Conclusions

The problem of portfolio optimization is a natural scenario for the use of mul-
tiobjective evolutionary algorithms, in which their power and flexibility can be
readily exploited. In this sense this paper has analyzed three different state-
of-the-art MOEAs, namely NSGA II, SPEA2 and IBEA under a common ex-
perimental framework centered in mutual funds in Europe. While the three al-
gorithms provide a variety of solution profiles that can be considered optimal
in a Pareto sense, a performance analysis conducted under two specific indica-
tors (hypervolume and R») indicate that IBEA performs significantly better, in
particular when the cardinality constraint K does not take an extremely low



value. This can be interpreted in terms of the exploration capabilities of the
multi-objective optimizer for the richer (less-constrained) fitness landscapes. As
an additional means of comparison among the MOEAs, we have considered the
outcome of a decision-making process based on the use of Sharpe’s index. Again,
IBEA stands out, indicating that it provides a better exploration capability in
the area of fitness space around the knee of the front.

In future work we intend to explore other variants of the optimization prob-
lem by adding, e.g., maximum and minimum rates of investment. We also intend
to study other model variations such as Jensen’s alpha [25] under a market model
such as CAPM (Capital Asset Pricing Model [26]).
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