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Abstract

Ephemeral computing is a term that describes computing systems whose nodes
or their connectivity have an ephemeral, heterogeneous and possibly also un-
predictable nature. These properties will affect the functioning of distributed
versions of computer algorithms. Such algorithms, which are usually straight-
forward extensions of sequential algorithms, will have to be redesigned and, in
many cases, rethought from the ground up, to be able to use all ephemerally
available resources. Porting algorithms to an inherently ephemeral, unreliable
and massively heterogeneous computing substrate is thus one of the main chal-
lenges in the ephemeral computing field. Algorithms adapted so that they can
be consciously running on this kind of environments require specific properties
in terms of flexibility, plasticity and robustness. Bioinspired algorithms are par-
ticularly well suited to this endeavour, thanks to their decentralized functioning,
intrinsic parallelism, resilience, adaptiveness, and amenability for being endowed
with algorithmic components dealing with both the massive complexity of the
computational substrate and that of the problem being tackled. Arranging these
components and functionalities in a collection of algorithmic strata results in
deep architectures, whereby different layers of optimization are organized into
loosely-coupled hierarchies that not only are able to use ephemeral computing
environments, but also profit from them by making adaptivity and diversity
maintenance features of the algorithm. Moreover, the synergies that arise when
these massively heterogeneous computing resources are made available to deep
versions of bioinspired algorithms may enable hard real-world problems and ap-
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plications to be successfully faced in the Big Data context (including but not
limited to social data analysis) as well as problems in the areas of computational
creativity or computer gaming.

Keywords: Ephemeral Computing, Bioinspired Algorithms, Complex
Systems, Deep Bioinspired Architectures

1. Introduction

When facing real-world problems, two major issues become crucial: to use
problem-domain knowledge to adapt the problem solver to the task at hand,
and to exploit available computational resources in the best way. These two
issues can be regarded in an abstract sense as fighting the same dragon: com-
plexity. This is very clear, even from a classical standpoint, in connection to
the inherent difficulty of the problem, be it because of its size, the intricacy
of the data and/or objectives or its potentially dynamic nature. The fact that
they are facing complexity also becomes evident in relation to the latter as-
pect, that is, the use of computational resources, if we consider the increasing
prevalence of interconnected techno-social systems composed of heterogeneous
layers of resources with a complex dynamics, ultimately driven by human and
social factors. These can for example take the shape of non-conventional com-
putational platforms such as volunteer-computing environments, peer-to-peer
networks or pool-based systems, just to name a few.

Referring to these non-conventional environments, the notion of Ephemeral
Computing (Eph-C) [1, 2] has been defined as “the use and exploitation of com-
puting resources whose availability is ephemeral (i.e., transitory and short-lived)
in order to carry out complex and possibly lengthy computational tasks”. The
main goal in Eph-C is thus making an effective use of heterogeneous resources
with low availability and high volatility whose computational power (which –if
harnessed– can be collectively enormous) would be otherwise wasted or under-
exploited; for instance, networked smartphones, tablets and, lately, wearables
and sensors [3] –not to mention more classical devices such as desktop comput-
ers [4]– whose computational capabilities are often not fully exploited. There
are some obvious connections to ideas from ubiquitous computing, volunteer
computing and distributed computing, although Eph-C focuses more on the dy-
namics of the nodes and network and on the redesign of traditional algorithms
to make them better suited to this kind of environment.

The effective exploitation of these platforms for problem-solving, as well as
the effective resolution of complex problems requires the use of flexible, robust
and adaptive algorithmic methods, capable of coping with the highly dynamic
and volatile computational landscape and the massive complexity of the prob-
lem. Bioinspired algorithms are particularly well suited to this endeavor, thanks
to some of the features they inherit from their biological sources of inspiration,
namely decentralized functioning, intrinsic parallelism, resilience, and adaptive-
ness. In particular, they are prone to augmentation with self-control on their
own functioning and/or structure. They are also readily adaptable to different
optimization targets by embedding suitable problem-aware algorithmic compo-
nents. This is crucial in order to tackle the study, analysis and optimization
of techno-social systems, whose massive complexity often calls for a bottom-up
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Figure 1: Road map for the use of deep bioinspired algorithms for tackling problems of massive
complexity and/or deployment on ephemeral environments.

perspective, understanding the behavior of the system as emergent properties
of the interaction of its constituents.

Some bioinspired algorithms such as evolutionary algorithms (EAs) fit nicely
into this scenario. However, few works have previously considered the interest
of adapting evolutionary algorithms by adding the capability for coping with
transient behaviors in the underlying computer systems. Moreover, Big Data
[5, 6] has nowadays become a standard issue in many initiatives, in which large
amounts of computational resources are required for storing, processing, and
learning from huge amounts of data. This underpins the need for managing
(often heterogeneous) computing resources widely distributed along the world,
a task for which new methods and algorithms are very much welcome.

In this context, and much like deep learning algorithms feature multiple pro-
cessing layers to learn representations of data with multiple levels of abstraction
[7], we can think of deep bioinspired algorithms (Deep-Bio) exhibiting multiple
interconnected layers contributing the desired characteristics by encapsulating
the tools required to tackle the different aspects of the complexity of the prob-
lem and the intricacy of the computational substrate, and whose interaction
optimize the solving process. Throughout this paper we will elaborate on the
need of these techniques, the major issues they have to face, their appropriate-
ness for this purpose, and some of the most distinguished application areas for
them, following for this purpose the road map depicted in Figure 1 in which
the major themes in this area and their interrelations are shown. As an entry
point, we shall begin with an overview of Eph-C in next section.
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2. Ephemeral Computing: A Bird’s Eye View

Traditionally, complex computational tasks were carried out in specialized
devices designed for this purpose. The technological advance in which we are
immersed allows us to expand these computing frontiers, since we can count on
continuously connected device networks that are prepared to perform complex
calculations. But these computing resources are associated with a limited time,
since devices will not always be ready to be used. In addition to the association
to a limited time, we must also face the heterogeneity of the devices that form
the network [8]. All these issues transport us to what we know as “ephemeral
computing”, a paradigm that allows to perform complex tasks taking advantage
of heterogeneous computational resources associated with a limited time. The
effective exploitation of these resources requires us to study their capabilities as
well as their limitations. Throughout this section we present a perspective of
ephemeral computing as well as a study of the main issues at play.

2.1. Ephemeral Computing in Perspective

According to the Oxford Dictionary, the term ephemeral means “lasting for
a very short time” Therefore, it encompasses things or events of a transitory
nature, of brief existence. Current computing resources are endowed with this
concept of volatility over time, such as computer networks based on portable
devices [9]. We can also observe ephemeral behaviors in the way users work
within computer networks [10].

Ubiquitous computing, voluntary computing or traditional research areas
such as distributed computing encompass ephemeral phenomena and behaviors.
The services offered by ephemeral computing are commonly associated with ex-
ecutions between autonomous heterogeneous parties in dynamic environments.
Therefore, ephemeral services are commonly seen more as a problem than as a
solution [11].

We can, for instance, leverage the main advantage of ubiquitous computing,
the availability of computing resources anywhere and everywhere, which allows
us not to depend on the device, but it entails the difficulty of the heterogeneity
of the components. Most efforts in this area are directed towards the design
and development of the underlying technologies needed to support ubiquitous
computing [12], such as advanced middleware, operating systems, mobile code,
sensors, microprocessors, new I/O and user interfaces, networks or mobile pro-
tocols. The main objective of ubiquitous computing is to enable stable and
persistent computing processes to fully execute programs. When this area han-
dles the concept of ephemeral devices, services or computing, the main solution
used so far is to stop the process(es), and resume once the new devices are ready
[13].

If we focus on the concepts commented above, we should bear in mind that
the focus of Eph-C is completely different, as instead of trying to build layers
in the ephemeral resource network to hide their transient nature and provide
the illusion of a stable virtual environment, Eph-C applications are fully aware
of the computational nature they face and are specifically built to live (and
optimize their performance) in this area. Note that this does not imply that
the latter have a low level view of the underlying computational substrate, or
at least not markedly. In fact, most of the low-level traits of the latter can be
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abstracted without excluding the possibility of obtaining a clear picture of this
ever-changing environment.

It is worth noting that the issues discussed are present (at least partially so)
in areas such as volunteer computing (VC) [14], in which massively large com-
putational problems are broken down into small chunks that are subsequently
distributed for individual treatment on a dynamic collection of computing de-
vices. This kind of approaches are mostly centralized, typically following a mas-
ter/slave scheme, and resort to redundant computation in order to handle the
volatility of computational resources. This contrasts with the much more decen-
tralized, emergent approach that amorphous computing [15] provided, although
it must be noted that this latter paradigm is more geared towards programmable
materials and their use to attack massive simulation problems. Precisely, mas-
sively large problems are also central in ultrascale computing, in which issues
such as scalability, resilience to failures, energy management, and handling of
large volume of data are of paramount importance [16]. This said, notice that
Eph-C is not exascale nor it is oriented towards supercomputing (or at the very
least, not necessarily so).

2.2. Major Issues in Eph-C

Eph-C deals with the use of ephemeral computing resources in the imple-
mentation of (mainly) bioinspired algorithms. Very often, ephemeral comput-
ing systems have a techno-social nature [1, 17, 18]. Hence, its dynamics and
the analysis thereof usually includes a human-in-the-loop, since the decision of
becoming a part of some ephemeral computing systems is taken by a human
depending on a number of factors [19].

Due to the existence of multiple devices and human agents, Eph-C systems
show emergent behavior, and stand at the edge of chaos [20]. This produces
power-law distribution in the amount of computation that is allocated by each
user [10], as well as a positive feedback loop between the entropy in the arrival
of new users and the performance of the whole system [21]. Complex systems
cannot be controlled, but they can be driven by changing the behavior of the
connected parts; for example, a gamification strategy can tip the balance and
make the users more engaged [22]; however, this strategy cannot be exclusive,
since any hurdle to the participation in an Eph-C environment can, in fact,
reduce the performance of the whole system.

As stated before, a salient feature of ephemeral environments is their volatil-
ity: their constituent computational units are unstable and can cycle from avail-
able to non-available in response to uncontrollable external factors. The term
churn is used to denote the effect on the system as a whole of this constant ar-
rival/exit of computational nodes. Churn causes the computational landscape
to be ever-changing, and algorithms running on this kind of systems must face
this issue, which impacts them in different ways, e.g., loss of information and
communication disruptions. Resilience –among other properties– is then a must
for any algorithm running on ephemeral environments, as we will elaborate upon
in next section.

The potential heterogeneity [23, 24] of computational nodes (which could
very well encompass from tiny sensors to desktop computers) is another impor-
tant issue in this context (and as a matter of fact of high-performance computing
in general). This is often dealt with by adequately balancing the load of the
different computing units [25] and finding an appropriate distribution of data
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among processors [26]. The situation has its own particularities in the case of
optimization approaches since more often than not there is not a certain fixed
computation to be performed in minimal time, but a variable computation whose
outcome can have different quality to be maximized [27].

The study of self-? properties [28] in this kind of system is also an interesting
challenge, since very diverse such properties emerge as a result of the interac-
tion between ephemeral devices and users. It is as part of this self-adaptive
strategy where factors such as energy consumption come into play. Energy- (or,
in general, context-) aware algorithms will become increasingly important when
energy or any other computational cost measure come into play [29].

3. Deep Bioinspired Algorithms

Bioinspired algorithms use biological metaphors for describing search and
optimization methods, generally based on the use of an evolving population or
pool of solutions. In this context, we use the term deep to indicate several levels
of optimization/interoperation, in the sense that there might be algorithmic
components working on other kind of algorithms, and so on in different layers
of search and optimization. Deep architectures of bioinspired methods can thus
stack a plethora of components capable of tackling different features of the
computational substrate or of the target problem in multiple scales.

In the rest of the section we will proceed to justify the choice of bioinspired
algorithms to work in ephemeral environments to continue with the need and
usefulness of using deep architectures (in subsection 3.2).

3.1. Bioinspired Algorithms as the Weapon of Choice

There are several reasons why bioinspired algorithms seem particularly suited
to ephemeral environments. The main one is that most of them are based on
evolving a population of possible solutions, coding problem solutions as individ-
uals which –depending on the paradigm–, can be either considered chromosomes
(in evolutionary algorithms), particles (in particle swarm optimization) or even
ants (in ant colony optimization algorithms). This means that they can be eas-
ily distributed by simply spreading the population among different computing
nodes. The challenge is how to do it in an algorithmically efficient and scalable
way in the particular context we are considering.

In this sense, ephemeral environments add several dimensions to the design
of algorithms, besides the obvious fact that the contribution of a node might
come and go at any time:

• Inclusion: the computational system will have a dynamic structure in
which all nodes should have a meaningful contribution to the final result.
However, since ephemeral environments include varying ranges of comput-
ing power, the contribution of every individual node to the final solution
might be small and in any case difficult to measure. The challenge is
always to include all kind of nodes in a way that it does not create a
bottleneck.

• Sustainability: As anticipated in a previous section, energy consumption
can be a major issue in Eph-Csystems. Given that different algorithmic
parameterizations and design decisions can influence the time to find a
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solution and even on-line energy consumption, these must be approached
in such as way that the system can sustain the computation.

• Asynchrony: nodes communicate with each others without a fixed schedule
due to their different node capabilities and the fact that they can come or
go at any time during the experiment.

• Resilience: the sudden disappearance of computing nodes or communica-
tion links must not destabilize the functioning of the implementation of
the algorithm, and even less so the algorithm itself.

• Emergence: the nature of the computational environment does not allow
a centralized control and requires decentralized, emergent behavior. This
emergent behavior arises from the interaction among the ephemeral com-
ponents and might include better scaling due to the diversity that the
environment lends to the algorithm implementation.

• Self-adaptation: the algorithm should adapt itself to the changing com-
putational landscape; this could include self-scaling, for instance, but also
self-adaptation of the parameters every ephemeral node is using.

This latter issue is particularly important, and encompasses a number of
self-? properties [28] that the system must exhibit in order to exert advanced
control on its own functioning and/or structure. This is a salient feature that
will be discussed more in depth in next subsection. As for the remaining ones,
bioinspired algorithms remarkably exhibit them in an intrinsic way or can be
readily endowed with them. Indeed, bioinspired algorithms are resilient opti-
mization techniques. For example, master-slave parallel models can withstand
a reduction in computing resources of up to one order of magnitude [30, 31].
While the situation is different in coarse-grained models such as island-based
bioinspired algorithms (in which the loss of a computing node might result in the
disappearance of the current incumbent solution [32] and would impair genetic
diversity and the progress of the search), it is not difficult to use fault-tolerance
techniques such as checkpointing (i.e., saving periodical snapshots of the state
of volatile nodes) [33, 34], or endow the algorithm with self-healing techniques
[35], as discussed in next subsection.

One of the causes for the resilience of bioinspired algorithms is the use of
populations of solutions, which give them built-in redundancy and intrinsic de-
centralization. It is precisely by the lack of central command (at least in island-
based or diffusion-based models) that they can be readily deployed on envi-
ronments exhibiting plasticity and dynamism in topology and structure. Also
as a consequence of this, they do not require synchronization barriers and can
naturally adapt to asynchronous functioning [36]. Let us also note en passant
that the raw material of evolution (i.e., the genetic variance of traits) has been
acknowledged as intrinsically ephemeral [37], hence underpinning the amenabil-
ity of some bioinspired models for working with transient information units.
Lastly, bioinspired algorithms have been shown to work on a parameter space
that tends to be rife with viable parameters [38], thus implying that there is
ample room to adjust these taking into account different issues, such as energy
consumption, while maintaining acceptable performance. Of course, finding the
best combination of parameters or even joining them together in a workflow to
process complex payloads might still be a challenge. Hence the usefulness of
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self-management components and ultimately of deep architectures as explained
below.

3.2. Deep Architectures of Bioinspired Algorithms

Drawing from the analogy with deep learning, deep bioinspired algorithms
can be understood as multilayered bioinspired techniques for problem solving
in which each layer (or more generally speaking, each component, since one
can conceive complex architectures in which no well-defined layered hierarchy is
present) deals with a different facet of the problem under consideration or even
with different features of the computational environment. The first issue can
be readily connected to the broad interpretation of memetic algorithms [39], in
which optimization is approached via the orchestrated interplay of components
from population-based and local-search metaheuristics. This paradigm allows
encapsulating different pieces of problem-knowledge into different algorithmic
components, which are subsequently put together aiming to a synergistic func-
tioning. The most classical approach is to embed a local-search component
within a global (typically evolutionary) search method [40], an approach that
gained popularity and went on to be taken as synonymous to memetic algorithms
in the so-called narrow interpretation of the latter. However, it is not uncom-
mon to see memetic approaches that exploit other heuristic add-ons, such as
complete techniques, cf. [41] or greedy randomized adaptive search procedures
[42], just to name a few.

This idea is also the central tenet of memetic computing [43], in which the
focus is on the harmonic coordination of complex computational structures com-
posed of interacting modules (i.e., memes) for problem solving, whose represen-
tation is stored and manipulated by the algorithm itself. Therein, the explicit
management of memes, that were only implicitly defined by the choice of heuris-
tic add-ons in more classical memetic approaches, is therefore central. Such a
treatment was already anticipated in the early stages of the paradigm [44] and
put to work in the early 2000s [45] within the so-called multimeme algorithms.
This is a theme that to a certain extent is also present in other approaches
such as hyperheuristics [46] (in which a high-level heuristic layer is used to
coordinate the application of low-level heuristics) or asynchronous teams [47]
(in which a computational network of diverse agents -–encapsulating different
problem-solving skills-– cooperate).

It is not unusual to have a learning component into the loop so as to modulate
the dynamics of the system. In this direction, there exist the notion of memeplex
[48] as a collection of co-adapted memes interconnected in a dynamic network.
Therein, memes self-organize and engage in collective learning in order to im-
prove the lifetime learning process. Indeed, adaptation and —going beyond—
self-adaptation are particularly important in this context in order to alleviate
the design effort, boosting the optimization capabilities of the algorithm, or
making it more resilient to the glitches in the computational landscape.

As anticipated in the previous subsection, such self-adaptation –and more
generally speaking, any form of self-management– can be accomplished via the
incorporation of self-? properties, whereby the system can exert advanced con-
trol on its own functioning and/or structure. Fortunately, bioinspired algo-
rithms are very much amenable to self-adaptation [49]; as a matter of fact,
self-adaptation has been a part of the paradigm since the 1970s, e.g., in evolu-
tion strategies. Relevant examples of self-management properties in this con-
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Figure 2: Example of a particular distributed bioinspired algorithm with deep architecture. In
this example, each node in a complex network is a basic evolutionary algorithm with different
layered self-? properties.

text are, e.g., self-maintaining in proper state, self-healing externally infringed
damage [35, 50], self-adapting to different environmental conditions [51], and
even self-generating new functionalities just to cite a few examples [52, 53], see
also [54, 55]. Figure 2 shows an example of an island-based bioinspired algo-
rithm (adapted from the approach presented in [35]) in which these properties
are layered: an external self-rewiring (a form of self-healing) layer tries to keep
the connectivity of the node; an underlying self-scaling layer uses existing con-
nections to balance out the size of the population with neighboring nodes; this
balancing process may eventually require the use of self-sampling (another form
of self-healing) to enlarge the population; at the deepest level sits an otherwise
standard evolutionary algorithm, augmented in this case with an external self-
generation layer to handle meme evolution. Notice that these properties work
in this example at a local level, as opposed to the result of a central monitor-
ization process, which is an additional advantage since decentralization makes
the system more resilient and fault-tolerant, cf. [56].

Needless to say, other architectures different to the example in Figure 2 are
possible, using other bioinspired algorithms (e.g., swarm algorithms) or hybrids
thereof at the bottom level, and not necessarily using explicit meme manage-
ment. Indeed, all different metaheuristic paradigms mentioned before are prone
to result in deep architectures (although of course, one can conceive simple in-
stances of such approaches in which the architectural depth can be regarded
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as negligible). Much like it happens in deep learning, one cannot arbitrarily
define a depth threshold above (resp. below) which the resulting technique is
deep (resp. shallow). This is something that has to be defined on an individual
basis in each application domain or even in each problem instance (next section
discusses some applications and deep approaches to them). It is nevertheless
important to notice that in the context described in this work, depth can be
not just a result of the need of exploiting knowledge about the problem being
solved, but also a requirement for deployment on certain computational envi-
ronments, as well as a typical consequence of the integration of self-management
capabilities.

4. Areas of Application

From a practical perspective, the application, development or even deploy-
ment of any algorithm that could be executed on massively complex settings
will need to take into account those features described in Section 3.1. Therefore,
such an application will generate some interesting challenges and opportunities
that can be tackled. This section provides a short revision on some of those
applications that are rife for deep bioinspired algorithms.

4.1. Big Data

Currently, the generation of data has been estimated as 2.5 quintillion bytes
per day1, and its volume continues to grow exponentially. Furthermore, as data
come from many different sources, there is a high level of heterogeneity, which
is considered as an issue to be tackled [57]. This problem becomes more evident
when data are part of Eph-Csystems, since this is an obstacle to interoperabil-
ity [58] in addition to the ephemeral nature of the data itself [59], making it
necessary to deal with data and processing units that can disappear at any given
moment [60]. As the amount of data rises, classic data mining and knowledge
extraction techniques from the state of the art are not able to cope with it
properly.

Deep learning approaches [7] have shown that combining several levels of
interoperation –using a layered approach in this case– yield good results when
dealing with high dimensional data. As described in Section 3, Deep-Bio ap-
proaches combine many components of interoperation/optimization to make
profit of the synergy between them. Hence, deep bioinspired algorithms seems
to be good candidates to deal with big data, not only for optimizing other algo-
rithms and its parameterization, but also for processing and extracting knowl-
edge from data.

Regarding the former use case, several lines of research have been initi-
ated. EvoDeep [61] is an evolutionary approach and an optimization framework
for deep neural networks parameterization. It evolves the parameters and the
architecture of this kind of neural networks to maximize its classification ac-
curacy and maintaining a valid sequence of layers at the same time. Another
bioinspired technique has been used to optimize an algorithm in [62]. In this
case, the authors proposed a back-propagation neural network method based

1http://www.vcloudnews.com/every-day-big-data-statistics-2-5-quintillion-bytes-of-data-
created-daily/ (last access 22th March 2018)
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on MapReduce and a particle swarm optimization algorithm to optimize the
initial weights and thresholds of the network, reducing the impact of sample
diversity and improving the performance. As illustrated by these and other
examples [63, 64, 65, 66], bioinspired algorithms are promising candidates for
handling optimization problems involving Big Data which, in turn, might be
seen as Deep-Bio systems with several layers of varied algorithms.

On the other hand, other lines of research focus on combining bioinspired
algorithms with other big data mining techniques instead of just optimizing
the latter. For instance, an ant colony optimization (ACO) algorithm combined
with spectral-based methods are the core of SACOC and SACON [67], two algo-
rithms devoted to online clustering on dense datasets. This time, the bioinspired
algorithm (i.e., the ACO) is involved directly in the process of knowledge extrac-
tion. The MACOC algorithm [68], extends the classical ACOC algorithm [69]
including an ACO into a new clustering (medoid-based) approach.

As previously described, big data and its heterogeneity is best suited to
Deep-Bio systems. Social media systems and applications have experienced a
remarkable growth in the last decade, generating a massive amount of het-
erogeneous data [70]. The problems related to the efficient representation of
knowledge and the management and discovery of patterns in large networks
conform the main challenges under study in Social-based analysis and mining
area [71, 72, 73]. Hence, it is worth to study the development of this kind of
algorithms as well as its deployment on systems that exhibit Eph-C features
to deal with the aforementioned problems of efficient representation and pat-
tern discovery. To establish a starting point from which begin to improve the
obtained results by incorporating Deep-Bio techniques, below is shown a brief
survey on social network analysis methods.

Social Data Analysis, which comprises areas such as social-based applications
for data mining, data analysis, community detection or social mining among
others, has received an increasing attention from the research community [74,
75, 76, 77, 78, 79]. Social Data Analysis is inherently interdisciplinary and spans
areas such as data mining, machine learning, statistics, information retrieval,
natural language processing, semantic web, and big data computing, amongst
others. Furthermore, their applications range across a wide number of domains
such as health [80], counter terrorism [81] and social network analysis [82, 83].
The area itself, and the main problems and issues that must be solved, are
directly related to those kind of massive complex problems, which are the main
focus of this work.

Regarding the relationship between bioinspired algorithms and social data
analysis, several approaches have been followed [83, 84, 85], specially on cluster-
ing, a technique to find hidden information or patterns in unlabeled datasets,
e.g., [86]. Some of these approaches are based on bioinspired methods, in which
two main types of algorithms can be distinguished: those that combine evolu-
tionary techniques [87], and those that use swarm intelligence approaches (e.g.
ant colonies optimization algorithms, artificial bee colonies, particle swarm op-
timization) [67, 69, 88, 89]. For a deeper insight, Hruschka et al. [90] provide a
complete review on evolutionary algorithms for clustering.

Taking into account the aforementioned research works and the current chal-
lenges imposed by Big Data problems, it is worth to explore the combination
of Big Data and deep bioinspired algorithms as a new and promising research
topic (see Table 1). The design of novel Deep-Bio methods might help to an-
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Table 1: Some deep bioinspired approaches to Big Data knowledge discovery and social net-
works
Knowledge extraction Artificial neural networks [61, 62]

Big data optimization [63, 64, 65, 66]
Data mining [67, 69]

Social networks Social big data [74, 75, 76, 77, 78, 79]
Social network analysis [82, 83, 84, 85]
Clustering [87, 88, 89]

alyze and solve, in a distributed way, problems related to this area. Using a
deep approach could help to use different kind of both bioinspired and non-
bioinspired algorithms to exploit their strengths, in a same way as memetic
algorithms or the hybridization between Genetic Algorithms and ACOs with
constraints-satisfaction problems (CSP) solvers.

4.2. Computer Gaming

Gaming is a term that we employ here to refer to both videogames, from
a general perspective, and gambling, as a specific type of multiplayer online
videogame in which players must wager money. Nowadays, gaming constitutes
the leading industry in the digital entertainment sector, and one of the main
reasons that has provoked its success is the growth of the use of mobile de-
vices to execute videogames. In the context of (perhaps, but not necessarily,
massively) multiplayer online games, some of the major issues mentioned in Sec-
tion 2.2 arise. So, many players access the game through mobile devices that
are connected to wireless networks and thus they are exposed to the problem
of the disconnection of the game. This can be the result of multiple causes
such as a battery depletion or a network failure, to name a couple. The con-
sequence is that the player leaves the game. And this is a huge problem that
the industry can not afford. Note that players continuously interact with other
players in the game and the sudden disappearance of a player causes an enor-
mous decrease in the feeling of reality (one of the biggest known problems in the
gaming experience of the user). Therefore, in gaming it is not only important
to manage appropriately the ephemerality of the resources in a network of mo-
bile devices (and its associated problems mentioned in Sect. 2.2 such as energy
consumption and the churn, among others) but it is also necessary to manage
the ephemeral game resources. In this latter sense, human players can be con-
sidered ephemeral resources as they frequently join and leave the multiplayer
online game. Moreover, human players can decide to disconnect for their own
will, and the consequence is the same as if the disconnection is due to ‘technical
problems’.

In general terms, multiplayer online games also exhibit a transitory essence
in the sense that the execution of the game is influenced by the actions of
the players and these has to face the consequences of their acts. This means
that the actions of a player influence the universe of the game and thus affect
other players. Goals, players’ alliances, and even rewards have to be rearranged
according to the game progress. In this situation it does not make sense to offer
the possibility to save the current state of the game as the actions of the player
are not reversible. In other words, the game is continuously being executed.
And this means that the (possible sudden) disconnection of a player causes a
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sensation of unreality as it represents a disconnection in real time. Eph-C is
clearly a paradigm that can alleviate the dire consequences of this problem.

In this context, a multiplayer online game can be viewed as an instance of
an ephemeral environment, and thus, it should own some of the features men-
tioned in Sect. 3.1. Specifically, this kind of games should exhibit resilience
(i.e., fault-tolerance) and self-adaptation. The first issue means that the sud-
den disappearance of a mobile device connected to the game network must not
destabilize the functioning of the game. The latter issue implies to deal with
the generation of virtual players that should replace the human players that
suddenly disconnect from the game. The main difficulty of this process is that
the virtual player should perform in a similar way to the disconnected player to
avoid the lost of the feeling of reality in the rest of human players. This problem
involves player modeling as well as procedural content generation (PCG) – con-
sidering game artificial intelligence (AI) as a content of the game. Bioinspired
evolutionary algorithms, and evolutionary algorithms in particular, are one of
the main techniques that have been used in the scientific literature to create
this kind of game AI [91]. However, the ephemeral nature of the resources (i.e.,
physical resources – in form of mobile device – as well as logical resources – in
form of the human player) adds an extra dose of complexity. If we consider each
of these ephemeral resources as a layer to manage and having into account that
evolution might be needed to generate believable virtual player, Deep-Bio seems
an adequate technique to be used here.

Another issue to consider is the huge number of data that massively mul-
tiplayer online games (MMOG) generate (and have to manage) during their
execution. This basically requires the management of Big Data, and thus the
use of Deep-Bio can be defended here as done in Sect. 4.1.

Note also that the technical creation of a videogame can be seen as a multi-
stage process in which there are three main actors: designers, programmers
and graphic artists. And the automated creation of content for videogames via
procedural content generation techniques [92], is being more and more impor-
tant. The industrial benefits, economically speaking, are clear: PCG can reduce
development costs and enlarge the life of commercial videogames (with the cor-
responding earnings increase). For this reason, one can find many proposals for
the procedural content generation in games although most of them are focused
on the generation of a specific type of contents (e.g., maps o non-player charac-
ters strategies). Recently, in [93], we have proposed coevolved via a competitive
approach two different kind of contents, namely maps and game AI at the same
time. The proposal consists of a coevolutionary competitive bioinspired algo-
rithm that can be seen a a two-layer schema in which information from one
layer can be used in the other one. Each layer self-adapt to be competitive
with respect to the other layer. One can then think in adding more components
to create by incrementing the number of layers (e.g., a layer to manage game
rules or aesthetics features of the game, just to name a few). Deep bioinspired
algorithms, understood as multilayered bioinspired techniques, seem to be per-
fect to deal with this challenge. The idea of associating distinct layers to the
creation of different types of content in the design process (e.g., levels, user in-
terfaces, or mechanics, just to name a few), the programming phase (e.g., game
AI or gameplay, among others) or the creation of graphical elements (e.g., 2d/3d
content, animations, user interface elements, illustrations, and many others) is
valid here, and might even be considered for the generation of whole games in
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Table 2: Some deep bioinspired approaches (or related) to Computer Gaming

Techniques Neuroevolution [94, 95]
Deep Learning [96, 97, 97]
Evolutionary strategies [98]
Progressive neural networks [99, 100]
Interactive methods [101, 102]

Areas addressed Procedural Content Generation [93, 103]
Learning [93]
General Video Game Playing [99, 104, 105]

which there is a layer associated to each of the technical steps involved in the
development of a game. Moreover, each layer might be stratified in a number
of ‘deeper’ layers with distinct sub-objectives that might be composed to reach
the global aim of each specific layer (e.g., create believable virtual players or
beautiful games, among others).

The application of ‘deep’ techniques to the videogame development is not a
misplaced idea and recently some proposals (that demonstrate an increasing in-
terest in this issue) has been launched (see Table 2) , although not necessarily in
the context of bioinspired algorithms. So, the generation of game content using
machine learning models is attracting attention nowadays [96]. The near future
will provide a number of proposals for the automatic generation of contents in
games based on neural networks, deep convolutional networks, Markov models,
reinforcement learning, n-grams, and deep learning in general, just to name a
few. Moreover, a number of methods that operate in several scales (i.e., layers)
has already been proposed, as for instances distinct variants of Q-learning (e.g.,
Deep Q-Network, Deep Recurrent Q-Learning or Dueling Deep Q-network) were
applied to Arcade Games [97].

More related to Deep-Bio we can find some proposals that combine deep
learning with evolutionary approaches. One of the most interesting approaches
is that of neuroevolution [94] that basically consists of a number of networks
(possible coded as artificial neural networks) which are trained trough evolution.
Here, The evolutionary method might be seen as a layer that covers the different
artificial neural networks (ANNs) under evolution and each ANN as a deep layer
inside the global architecture. Moreover, neuroevolution might be naturally
extended with layers aimed to deal with issues such as self-adaptation (at the
level of the whole model or at the level of the ANNs) or self-scaling, just to name
a couple. Also, [95] proposes to combine deep learning and neuroevolution to
create a bot for a simple first person shooter (FPS) game capable of aiming
and shooting based on high-dimensional raw pixel inputs. Evolution strategies
to train neural network policies for controlling robots in the MuJoCo physics
simulator have also been described in [98].

4.3. Computational Creativity

Any creative process requires a number of actors if an appropriate solution
is pursued: when human artists work, they do not work alone; a network of
“agents” is required to evaluate their work. Thus, art galleries, museums, critics,
auction houses and the public are part of a complex network where some of the
features mentioned above can be analyzed. This is also the case when it comes
to computer-generated art and computational creativity that may be displayed.
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Table 3: Some deep bioinspired approaches to Computational Creativity

Computational Creativity Beginnings [106, 107, 108]
Techniques [106, 107, 108, 109]
Interactive IEAs [110, 111]

Areas addressed Art, Design [112, 113]
Music [111, 114]
Narratives and Poetry [115, 116]
Cooking [117]

The beginning of computational creativity dates back to the 1960s, when
the Cybernetic Serendipity exhibition in London showed some earliest works of
computer generated art and music2. Although generative art encompasses a
wide range of techniques and materials [106], it was soon noticed the potential
of computer science in the arts. Since then, the confluence among different but
related areas has given rise to a number of techniques and algorithms applied
to generate computer based generative computer-based works of art, including
Fractals, Neural Networks, Markov Models, Evolutionary Algorithms, to name
but a few [108, 107].

Computational creativity has reached popularity in the last decade [118].
Moreover, some of the methods available has gained momentum and attracted
the attention of audiovisual industry [119].

The idea behind computational creativity is not to replace human artists
by computer algorithms when confronted with creative processes. In reality, we
have not seen yet a creative algorithm capable of passing the Turing Test for
the arts [112]. Instead, computers need the help of human artists, and a specific
algorithm has emerged that provides the perfect medium for including human
actions within the main creative algorithm: the Interactive EA (IEA) [120].

When Evolutionary Algorithms are applied, the main evolutionary loop can
be altered, so that users are allowed to interact within the algorithm. Their
specific activity is narrowed to the essential and fundamental aesthetic evalua-
tion. This small but key change triggered the emergence of this new research
area.

IEAs have allowed the development a plethora of previously unseen quality
works of art in many different fields: music composition [111], video-games plot
induction and story generation [115] or automatic poetry [116]. As seen in the
previous section, also PCG benefited from IEAs.

In any case, if we want to improve applications of available IEAs to creative
processes a better understanding is necessary of the human creative process
itself, and this involves studying human creativity from the point of view of
the IEAs, but also considering the interaction of different roles in the creative
process: artists, public and critics [113]. Therefore, a hierarchy of connections
should be analyzed and contextualized, which are especially relevant when ap-
plying deep EA models to creativity. But even when the focus is only over the
artists way of working, ephemeral models and their properties must be analyzed
when team of artists -human or artificial ones- collaborate when developing art

2Cybernetic Serendipity Exhibition: http://cyberneticserendipity.net. Accessed on March
2018
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applying evolutionary approaches: highly asynchronous processes; completely
distributed and frequently isolated way of working with some interaction along
the work: artists work alone in their particular “atelier”, and sometimes share
their ideas in collective ephemeral activities, such as public exhibition. Interac-
tion with the audience and critics when a new work is exhibited.

Although some authors have already referred to deep versions of the IEA [102],
this complete hierarchy of interactions among agents-roles, although required,
has been scarcely considered for designing new version of the algorithm. Usually
standard IEAs only take into account the role of human beings as fitness eval-
uators, and the deep series of relationship among artists, audience and critics
are lost. In addition, human nature has a number of drawbacks that prevent
algorithms from showing their full potential. We can mention human fatigue
as one of the main problems leading to an undesirable ephemeral phenomenon:
the time of availability of the “fitness evaluators” throughout the experiments.

The problem of human fatigue that is present in IEAs -due the multiple
interactions required from the user in charge of aesthetic evaluation- can make it
difficult to collect useful data. This well-known problem is already addressed by
IEA researchers [109], and solutions often require high computational costs. And
this is typically the case: large amount of data and computing infrastructure is
required to induce computer-based creative processes.

In-line with the the above referred perspective, a new proposal based on EAs
has recently been proposed in order to analyze creativity developed by human
artists [113]. Results, have provided clues that may lead in the future to new
genetic operators or algorithms. But even so, it requires the participation of as
many human artists and people in the audience as possible to properly model
human creativity. Results obtained by analyzing human behavior in the context
of the algorithm have demonstrated its capacity of self-reflection and adaptation
to the circumstances that may arise thorough the experiment [113]. We may
notice that this features are part of the deep model described in previous sec-
tion, where a hierarchy of self-property layers covers the core of the bioinspired
algorithm.

Something similar may be observed if we focus on other creativity related ar-
eas of applications, such as music (problems such as music transcription, 4-part
harmonization, automatic composition, or analysis can be addressed), where
high computational costs are associated with computer-based creative processes
in this area [114] as well as hierarchies of properties associated to the algorithms
and ephemeral properties of the underlying hardware infrastructures must be
taken into account.

Therefore, ephemeral behavior is inherent not only to the computer infras-
tructure we may use to run experiments, but also to the way artists work and
react to colleagues and the public. Previous models [113] could be thus studied
from this point of view to improve existing methodologies.

Summarizing, we notice how computational creativity researchers in the con-
text of EAs need to consider hierarchical and deep relationships among the com-
ponents involved in the algorithms. On the other hand massive data can help
to train a computer-based learning model, so that after the learning process the
algorithm is able to show creativity. And finally, creativity may be exhibited
not just in the areas referred above, but in any possible context (check for in-
stance [117], a data-driven approach is demonstrated through a computational
creativity system for culinary recipes which can operate either autonomously or
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semi-autonomously with human interaction).

5. Outlook and Future Trends

The current development of disciplines such as the Internet of Things and Big
Data has originated a new landscape that provides a large number of massive and
complex sources of data; features such as heterogeneity, dynamism or extremely
large volumes of data can be used to define the basic problems that must be
tackled by any algorithm or system in this context. To face real-world problems
in this kind of highly complex domains, it is necessary to be aware about how
to use problem-domain knowledge, how to adapt the problem solver to the task
at hand, and how to exploit all available computational resources in the best
way.

This work should be viewed as a revision of the current state of the Ephemeral
Computing (Eph-C) as well as an introduction to the concept of Deep Bioinspired
Computing (Deep-Bio) research areas. One of the primary objectives has been
to show the close relation that can be constructed between these two paradigms.
A secondary goal was to illustrate their applicability and, thus, we have focused
on three specific areas of applications mentioned before. Of course, other sec-
tors can benefit from both Eph-C and Deep-Bio. This work is also aimed at
encouraging other interested researchers to find new methods and applications
of these two paradigms, working together synergistically or separately. Indeed,
there are many open issues and challenges to be tackled in this field.

The first research area, Ephemeral computing (Eph-C), has been described
in terms of those computing systems whose nodes or their connectivity have
an ephemeral, heterogeneous and unpredictable nature. We have analyzed the
main features that can be used to clearly state Eph-Cas a new paradigm, allowing
to perform complex tasks by taking advantage of heterogeneous-limited compu-
tational resources. While Eph-C presents some characteristics that are close to
volunteer and amorphous computing, the combination of their main features,
namely inclusion, asynchrony, resilience, emergence, and self-adaptation, de-
fines it more precisely and distinguish it from previous ones though, making
Eph-C a concept that includes both of them. However, Eph-C emphasizes in-
frastructure, its dynamics and its influence on the performance of algorithms;
these kind of challenges have to be carried to the definition of new algorithms;

The second area, deep bioinspired algorithms (Deep-Bio), is defined as a
methodological approach built on top of varied capsules of problem-knowledge
arranged into different algorithmic components. A Deep-Bio algorithm can thus
be understood as a multi-layered bioinspired technique for problem solving, in
which each layer (or component) deals with a different facet of the problem under
consideration, or even with different features of the computational environment.
These algorithms are presented as a powerful choice to tackle the issues derived
from highly complex domains, including those focusing on Eph-C properties
and infrastructure. Some approaches, as memetic algorithms, hyper-heuristics
algorithms, pool-based algorithms, or asynchronous teams, are presented as
adequate frameworks to develop Deep-Bio methods.

Although there are countless applications that can benefit from the results
that may be obtained with the combination of Deep-Bio and Eph-Cwe focused
on three areas that have already been built in recent years from the perspec-
tive of ephemeral systems. Hence, specific examples of algorithms and methods
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designed to tackle over massively heterogeneous and complex domains have
been described over a subset of relevant domains of application. This way,
several big data and social data analysis problems have been studied, includ-
ing approaches focusing on the combination of evolutionary strategies and deep
learning (EvoDeep), and the hybridization between genetic algorithms and ant-
colony systems (SACOC, SACON, MACOC). Computer gaming and their as-
sociated problems, such as developing and managing multi-player online games,
have been also analyzed as an instance of an ephemeral environment problem.
Other potential application of Deep-Bio in this gaming context is the procedural
generation of contents stratified in distinct layers, where a number of variants
of deep learning methods (as for instance variants of Q-learning such as Deep
Q-Network, Deep Recurrent Q-Learning or Dueling Deep Q-network) might
be applied to operate in several scales. To conclude, computational creativity
is presented as a research area within the context of evolutionary algorithms,
which, in turn, need to consider hierarchical and deep relationships among the
components involved in the algorithms. Hence, the application of Deep-Bio
approaches could help to improve the current state of the art in this area.

This whole area is rife with opportunities for scientific advance. Related to
Eph-C problems, the development of adaptive algorithms in massive complex
domains will allow to define a new kind of algorithms where problems as het-
erogeneity, or the unpredictable nature of the resources will be included in the
future design of the algorithms taking awareness about these features. On the
other hand, and related to Deep-Bio approaches, it will allow the design of new
hierarchical and deep bioinspired algorithms, taking advantages on the different
strengths of classical methods, for example allowing to move from small-medium
large pools of individuals (usually from several hundreds to few thousands) to
large, or very large, pools (hundred of thousands or millions). Although the
paper has shown several specific applications domains, as an example of current
developments in these fields, the authors are aware that other potential domains
as energy forecasting and optimization, bioinformatics, audio and video analy-
sis, biometrics, to mention just few, could take advantage on the future design
of such algorithms.

Acknowledgements

This work has been supported by Spanish Ministry of Economy and Competi-
tiveness (MINECO) projects: EphemeCH (TIN2014-56494-C4-{1. . . 4}-P), and
DeepBio (TIN2017-85727-C4-{1. . . 4}-P), both under the European Regional
Development Fund FEDER – Check: http://ephemech.wordpress.com and
http://deepbio.wordpress.com.

References

References

[1] C. Cotta, A. J. Fernández-Leiva, F. Fernández de Vega, F. Chávez, J. J.
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Parallel and Distributed Computational Intelligence, Vol. 269 of Studies
in Computational Intelligence, Springer, 2010, pp. 165–179.

[9] D. Theodoropoulos, G. Chrysos, I. Koidis, G. Charitopoulos, E. Pis-
sadakis, A. Varikos, D. N. Pnevmatikatos, G. Smaragdos, C. Strydis,
N. Zervos, mCluster: A software framework for portable device-based
volunteer computing, in: IEEE/ACM 16th International Symposium on
Cluster, Cloud and Grid Computing, IEEE Computer Society, 2016, pp.
336–341.

[10] J. J. Merelo, P. A. Castillo, P. Garćıa-Sánchez, P. de las Cuevas, N. Rico,
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[31] D. Lombraña González, F. Fernández de Vega, H. Casanova, Characteriz-
ing fault tolerance in genetic programming, Future Generation Computer
Systems 26 (6) (2010) 847 – 856.

[32] J. I. Hidalgo, J. Lanchares, F. Fernández de Vega, D. Lombraña, Is the
island model fault tolerant?, in: 9th Annual Conference Companion on
Genetic and Evolutionary Computation, GECCO ’07, ACM, New York,
NY, USA, 2007, pp. 2737–2744.

[33] N. Melab, S. Cahon, E. Talbi, Grid computing for parallel bioinspired
algorithms, Journal of Parallel and Distributed Computing 66 (8) (2006)
1052–1061.

[34] R. Nogueras, C. Cotta, Studying fault-tolerance in island-based evolu-
tionary and multimemetic algorithms, Journal of Grid Computing 13 (3)
(2015) 351––374.

[35] R. Nogueras, C. Cotta, Self-healing strategies for memetic algorithms in
unstable and ephemeral computational environments, Natural Computing
16 (2) (2017) 189–200.

[36] E. Alba, J. M. Troya, Analyzing synchronous and asynchronous paral-
lel distributed genetic algorithms, Future Generation Computer Systems
17 (4) (2001) 451–465.

[37] G. P. Wagner, L. Altenberg, Perspective: complex adaptations and the
evolution of evolvability, Evolution 50 (3) (1996) 967–976.

[38] M. Sipper, W. Fu, K. Ahuja, J. H. Moore, Investigating the parameter
space of evolutionary algorithms, BioData Mining 11 (1) (2018) 2.

[39] F. Neri, C. Cotta, P. Moscato (Eds.), Handbook of memetic algorithms,
Vol. 379 of Studies in Computational Intelligence, Springer, Berlin Hei-
delberg, 2012.

21

http://dx.doi.org/10.1177/1094342016678665
http://dx.doi.org/10.1177/1094342016678665


[40] P. Moscato, On evolution, search, optimization, genetic algorithms and
martial arts: Towards memetic algorithms., Tech. Rep. 826, Technical
Report Caltech Concurrent Computation Program, California Institute
of Technology, Pasadena, California, USA (1989).

[41] C. Cotta, A. J. Fernández Leiva, J. E. Gallardo, Memetic algorithms and
complete techniques, in: Neri et al. [39], pp. 193–204.

[42] J. E. Gallardo, C. Cotta, A GRASP-based memetic algorithm with path
relinking for the far from most string problem, Engineering Applications
of Artificial Intelligence 41 (2015) 183–194.

[43] Y. Ong, M. Lim, X. Chen, Memetic computation –past, present and fu-
ture, IEEE Computational Intelligence Magazine 5 (2) (2010) 24–31.

[44] P. Moscato, Memetic algorithms: A short introduction, in: D. Corne,
M. Dorigo, F. Glover (Eds.), New Ideas in Optimization, McGraw-Hill,
Maidenhead, UK, 1999, pp. 219–234.

[45] N. Krasnogor, J. Smith, Emergence of profitable search strategies based
on a simple inheritance mechanism, in: L. Spector, et al. (Eds.), Genetic
and Evolutionary Computation Conference 2001, Morgan Kaufmann, San
Francisco CA, 2001, pp. 432–439.

[46] K. Chakhlevitch, P. I. Cowling, Hyperheuristics: recent developments, in:
Cotta et al. [49], pp. 3–29.

[47] S. Talukdar, S. Murthy, R. Akkiraju, Asynchronous teams, in: F. Glover,
G. Kochenberger (Eds.), Handbook of Metaheuristics, Springer, Boston
MA, 2003, pp. 537–556.

[48] X. Chen, Y. S. Ong, A conceptual modeling of meme complexes in stochas-
tic search, IEEE Transactions on Systems, Man and Cybernetics, Part C:
Applications and Reviews 42 (5) (2012) 612–625.
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