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Abstract. This paper shows the results of a review about modeling,
evaluating and increasing players’ satisfaction in computer games. The
paper starts discussing the main stages of development of quantitative so-
lutions, and then it tries to propose a taxonomy that represents the most
common trends. In the first part of this paper we take as base some a-
pproaches that were already described in the literature for quantitatively
capturing and increasing the real-time entertainment value in computer
games. In a second part we analyze the stage in which the game’s envi-
ronment is adapted in response to player needs, and the main trends on
this theme are discussed.
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1 Introduction

Most of the games’ genres assume as an important goal the entertainment of the
players, which can be different for distinct player (e.g., players may not enjoy the
same challenges). If the preferences of the player could be modeled, we might be
able to adapt the gameplay to each player [1] and try to increase players’ satis-
faction during the play. The IEEE Task Force on Player Satisfaction Modeling
[2] was created with the primary focus on the use of Computational Intelligence
for modeling and optimizing the player’s perceived satisfaction during gameplay,
and grouped many of the most relevant events and results on this topic.

In [1], a new taxonomy is defined about the player modeling, in which mod-
els are distinguished according to their purpose: satisfaction, knowledge, position
and strategy. Some of the most common models’ applications can be: the classi-
fication of players according to their skills or preferences; the training of bots to
simulate human’s behavior [3]; the analysis of physical and emotional states of
the player, and the prediction of behaviors, among others. For the specific topic
of modeling focused on measuring the level of player satisfaction two main trends
were categorized in [4]. One of them approaches the subject from a qualitative
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point of view, closer to psychology, whereas the another proposes alternatives to
measure fun quantitatively.

With respect to qualitative approaches, we can mention a number of works
that can be considered pioneer; for instance, the theory of the intrinsic motiva-
tion of Thomas W. Malone [5] or the theory of Flow defined by Czikszentmihalyi
[6]. Also, a very influential work is the adaptation of this latter theory to the
game’s field (made by Penelope Sweetser and Peta Wyeth in [7]), and also the
contributions in the understanding of the entertainment in games proposed by
Lazzaro [8] and Calleja [9]. The research on qualitative approaches is often useful
in conceptualization of a modeling process, because some of them allow the clas-
sification of different types of players, their preferences, and trends in behavior
[10]. In this aspect, two interesting studies were addressed in [11] and [12], both
works focused on identifying behaviors that distinguish the human players from
the bots, in the game of Pong and in a strategy game respectively.

All these works based on the qualitative approach have limitations that de-
crease the robustness of the result, since most of the studies are based on em-
pirical observations or linear correlations established between the provided in-
formation in the player’s profile and reported emotions [13].

On the other hand, quantitative contributions are focused on the attempt
to formally model the behavior of the player based on her preferences, skills,
emotions, and other elements that influence the decision-making process. These
models are then used in conjunction with the online information that is being
received from the user, to define a measure of the level of fun that the player is
obtaining in the game.

The work presented here focuses on the quantitative approach and tries to
identify the main stages of development of quantitative solutions with the aim
of easing the definition of a taxonomy that represents the most common trends
used in each of them.

This paper is organized as follows. Section 2 shows a taxonomy which includes
the main trends in the process of modeling and quantifying player’s satisfaction.
In the third section we analyze the stage in which the game’s environment is
adapted in response to player’s needs, and we discuss a taxonomy for this theme.
Finally, Section 4 provides some conclusions and gives some indications for future
work.

2 Players’ satisfaction approaches

It is not an easy task to determine the satisfaction an activity causes to a person,
since the mechanisms to manage the human emotional states are complex. Many
factors influence a change in mood, and seeking for a generality is not simple
because each person has her own characteristics as well as particular preferences.
In the following we discuss different attempts to formally model the fun that a
player obtains during the game; this analysis allows to identify the fundamental
stages of this process and distinguishes taxonomies between most used trends.
Each of them is explained below.
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2.1 Selection of relevant information

This task represents a basic process that should be done as initial stage; its goal
is to identify the elements that will influence the amount of players’ fun; to do
so, researchers usually base their analysis on the qualitative studies mentioned
in the introduction. It is thus necessary to have a broad knowledge of the game
functions in order to establish a direct projection of the psychological elements
in real variables (that are assumed to be measurable) to describe the behavior
of the user.

The information obtained in this process can be classified according to its
nature under different points of views: for example, offline and online [14], ob-
servational and in-game [15], and subjective, objective and gameplay-based, [16].
In general all of them can be summarized in three categories with respect to the
nature of the information: reported, in-game, and sensorial.

Reported Information. It represents the information that is requested di-
rectly from the user, for example, when the player has to create a game-profile,
or answer a questionnaire designed to know her predilections (for instance, [16]
proposed to adapt the game not only to the skills of players, but also to their
preferences. To do so, a model of the player experience can be created from
the answers provided by the player, after a gameplay session, to specifically de-
signed preference questionnaires). The main goal is to identify the player via her
preferences. The reliability of the information collected is completely dependent
on the consistency of the responses provided by the players. This information
is usually employed to validate players’ models. Also [17] proposed the use of
questionnaires that should be filled by the players to measure their satisfaction.

In-game information. It comprises the data that are generated and pro-
cessed within the game engine (and during the game); this task usually involves
the gathering of numerical data describing players’ performance. For example,
in a combat game, we may consider kill counts, death counts, and use of sophis-
ticated weapons.

Sensorial information. Here, physical sensing of the player during play is
obtained from one or more specialized devices; it is representative of emotional
reactions in players. Sensors measure players’ attributes including: galvanic skin
response, facial reactions, heart-rate, and temperature, among others. The objec-
tive here is to increase the amount of information that can be obtained during a
game session and that can be complementary to that obtained as in-game infor-
mation (in the sense explained above). By doing so the game designer can have
more arguments to manage fun in the game with more assurance, and might try
the adaptation of the play to the player, with the goal for instance to improve
her ’immersion’ in the game [9].

In fact, the design of game interfaces is nowadays one of the most interesting
topics in game development and there is a growing tendency to use multi-sensory
(e.g., visual, auditory and haptic) interfaces to broaden the game experience (i.e.,
sensation) of the player. Precisely [18] analyzed if by displaying different infor-
mation to different senses, it is possible to increase the amount of information
available to players and so assist their performance; in general, the conclusions
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obtained in this analysis shown that players had improved not only ’immer-
sion’ but also ’confidence’ and ’satisfaction’ when additional sensory cues were
included.

2.2 Capture players’ fun

In this stage the aim is to determine how the value of fun can be defined. Two
main approaches, explained by Yannakakis and Hallam in [19], are usually con-
sidered., and in this section we try to refine their classifications. The first one
proposes to find an scalar value of fun, and the second focuses in the creation of
a model which defines the relation between variables and entertainment’s level
(i.e., a model of players’ fun).

2.2.1 Scalar value of fun. This approach proposes the empirical definition
of a mathematical formula to quantify players’ fun, according to their behavior.
This way allows a fast path to know the player’s status during the game, and
further to employ this information for assisting her with the aim of increasing her
entertainment. An example of this approach is described in [19] where a quan-
titative metric of the interestingness of opponent behaviors is designed on the
basis of qualitative considerations of what is enjoyable in predator/prey games.
A mathematical formulation of those considerations, based upon observable data
that are taken into account during game sesions, is derived. This metric is vali-
dated successfully when it is compared with the human notion of entertainment
in the context of the well-known Pac-Man computer game [19].

2.2.2 Model of players’ fun. Here it is necessary to quantify the variables
that influence the fun in order to have notion of its evolution in every moment of
the game; these values will be use as inputs to the model construction process.
The main difference with the previous approach is that the relationships be-
tween variables and the level of entertainment will be defined through machine
learning techniques. We can mention here the two main approaches that have
been proposed in the literature and that are discussed below:

Empirical evaluation

In this case the model is obtained from any metaheuristics algorithm (or soft
computing technique in general), and the objective function defined to guide the
optimization process is derived from the author’s appreciation. An example of
this approach was presented in [20] where authors consider that some change
in the rules of the game Commons Game would make it much more exciting,
in this way, game players are modeled with Artificial Neural Networks (ANNS).
The weights of the neural network based model are evolved by a multi-Objective
evolutionary algorithm [21]. In order to evaluate each individual they defined
two objective functions: the variance of the total number of each card chosen in
each game run, and the efficiency of played cards, respectively.
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Relative evaluation

This variant has been the most widely used in the literature. Here, the metric
that guides the process of models’ optimization is directly based on the results
that the learning mechanism shows, and this represents precisely the primary
distinction with the approach previously discussed where the metric is defined by
authors. The basic process is carried out by a training of models that is followed
by a supervised approach, so that one can identify when a generated model is
correct. Then, the function is defined on the basis of analyzing the balance be-
tween correct and incorrect models, which depends on the effectiveness of the
learning’s mechanism. For example, in [22] an artificial neural network (ANN)
representing the user’s preference model is constructed using a preference learn-
ing approach in which a fully-connected ANN of fixed topology is evolved by
a generational genetic algorithm which uses a fitness function that measures
the difference between the preferences of entertainment (treported by a group
of children) and the output value of fun returned by the model. Another in-
stance than can be catalogued in this category was presented in [23]; here the
authors do not use neuronal techniques but a different linear model obtained
with Linear Discriminant Analysis; this model follows a supervised approach in
search of a correlation between physiological features and the reported subject
enjoyment. Also, [17] proposed a combination of ANNs with the technique of
preference learning to assist in the prediction of player preferences; here players
are requested to explicitly report their preferences on variants of the game via
questionnaires, and computational models are built on the preference data.

3 Game’s adjustment

This will be the final stage of an attempt to optimize the players’s satisfaction.
After having obtained the models that identify the player, and having a measure
of her entertainment, it is the moment to use that information and adapt or
adjust the game to the characteristics of the user with the aim of providing
a personalized match according to her preferences, resulting in an entertaining
experience that at the same time meets her expectations.

The processes of modeling and satisfaction evaluation are closely related to
the implemented adjustment mechanism. The indicators that were considered
for the evaluation of satisfaction must match up with the adjustable elements of
the game, in a way that manipulating them will influence the level of satisfaction.
Some of these elements could be: aesthetic aspects, auxiliary contents that can
serve as a guide to the player, the drama, the level of difficulty of the terrain
and opponents, among others; but selection of these elements is not a trivial
task; this is precisely the goal of Procedural Content Generation for games [24]
that represents one of the most exciting lines of research inside the community
of computational intelligence applied to videogames. Moreover, it is also true
that it is not clear the impact of game difficulty and player performance on
game enjoyment. This was precisely the analysis conducted in [25] although the
authors could not give concrete conclusions.



6 Mariela Nogueira, Carlos Cotta, and Antonio J. Ferndndez-Leiva

From the conceptualization of the game, the script and the design should be
developed with a generic approach that allows the flexibility in each game be
adaptable to the wide range of preferences imposed by any group of users. The
previous issue is also important to reduce the probability that the new game
variants might be not well accepted. For example: causing a dramatic change in
the rules might frustrate the player, or conducting the game towards unknown
status, which is indeed possible when machine learning techniques are used.

With regard to the scope of the game settings we can categorize two ap-
proaches that comprise many works described in the literature and that are
discussed in the following.

3.1 Circumstantial adjustment

Let’s call the first one circumstantial adjustment which embraces only the action
of changing the specific game elements according to the needs of the player; for
example, the difficulty of the opponents - i.e., the game artificial intelligence
(AI) - is often decreased because we have previously identified that the level of
challenge goes beyond the users’ skills. This approach focuses on managing the
elements that will directly influence the level of satisfaction of the player. The
change it will cause to the game is something particular to that play, which do
not lead to a persistent change in the player’s model, or in the decision making
rules, because online learning don’t occurred.

A successful application of this approach can be found in the experiment
described in [26] and [22] where the aim was to increase, in real time, the sat-
isfaction of the player in a game with physiological devices. Here, the authors,
starting from collected data from several studies conducted with children, con-
structed a model of the user preferences using ANNs which proved to have a
high precision. They implemented a mechanism of adaptation which allows to
customize the game to the individual needs of each user. The logic of the used
game was based on well-established rules, which allowed the authors to identify
the specific parameters that handled the level of challenge and curiosity of the
player, and to obtain an adaptive version of the game turned out to be preferred
by the majority of users in the validation tests.

3.2 Constructive adjustment

This approach refers to the constructive adjustment, and the difference with the
approach previously mentioned is that here not only the elements that determine
the level of entertainment vary but also a transformation (or reconstruction)
in the operation of the Al mechanism is carried out as a result of the online
learning; an example of this transformation could be to adapt the game strategy
that rules the decision-making of the non-player characters (NPCs); another
example might be to vary the model that identifies the player taking into account
the information is being received online (i.e., during the game session).

In [14], this latter issue is called dynamic modeling and has a corrective na-
ture because the player’s skill (as the game progresses) tends to improve and
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thus the player progressively polished her technique as part of her own adap-
tation, and these changes have a direct impact on her preferences. This line of
research represents a very interesting field that promises to get a more reliable
representation of the human player preferences.

The constructive approach offers advantages over the circumstantial one as
regards the customization of models with the use of machine learning techniques
but it is also more complex to implement; as a consequence we cannot affirm
that one is better or worse than the another. In the following we discuss some
examples where good results were obtained with this approach.

In a recent proposal made in [27] an evolutionary algorithm to adapt the Al
strategy governing the opponent army not controlled by the player (in a strategy
game in real time) to the ability of each player is developed; the objective was
to catch the interest of the player in every game with the hope of increasing,
as a result, her satisfaction. The idea is developed in two processes: the first
one takes place during the game execution and consists of extracting a formal
model to imitate the behavior of the player (i.e., the way that the player plays
and the decisions that she takes during the game); in the second step authors
try to generate automatically, through an evolutionary algorithm, an optimized
AT adequate to the player’s level (i.e., player’s skill) in correspondence with the
model previously obtained. These two processes are repeated indefinitely during
the game, the first one is conducted on-line during the game whereas the second
one is executed in-between games. The interesting fact of this proposal is that
the AI level depends specifically on the player and is adapted to her with the
aim of increasing player’s satisfaction by engaging the player to play the game
again.

Another example of the application of this paradigm is debated in [14], where
authors described a framework for dealing with this issue and providing more
adaptable games, and in particular approaches for dealing with two particu-
larly current issues: that of monitoring the effectiveness of adaptation through
affective and statistical computing approaches, and the dynamic remodeling of
players based on ideas from concept drift. This article also discussed the use of
ANN with supervised and non-supervised learning which are feasible to imple-
ment similar applications.

3.3 Who makes the adjustment?

In the majority of the works that have been focused in the topic of the adaptive
games, the adjustment is started by the own game, as part of the software’s
adaptation, without the player noticing that this is happening, as we have seen
in the examples previously analyzed. In this case we can name auto-adaptation
to this approach. Nevertheless, the attempt of personalizing the game can be
seen from another perspective where the player is the protagonist of managing
the adjustable elements of the game. This seems to be evident, but it marks a
difference from the design of the game. It is thus a question of giving the player
at all time the control so that she can plan her own way towards the satisfaction.
Let us say they are games with controllable adaptation.
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An illustrative example of controllable adaptation in games is proposed by
Jenova Chen in [28] as an implementation of the Theory of Flow from Czik-
szentmihalyi. Here, the author uses the concept of Dynamic Adjustment of the
Difficulty. His aim was to design an adaptive game that would show the user
the way to her zone of flow. One of the games implemented for this design was
Flow and proved to have a great acceptance. In Flow the players use the cursor
to sail, simulating an organism inside a virtual biosphere, where they can eat
other organisms, evolve, and advance. Twenty levels were designed; every level
introduces new creatures that symbolize new challenges. Unlike the traditional
games in which the player finishes a level and advances progressively towards
upper levels, Flow offers to the user the total control of the progress in the game.
In every moment of the game the player is continuously being informed about
the possible organisms that she can eat, and according to her choice she will be
able to advance towards top levels or to return to a lower one. The fact of offering
the total control on the difficulty of the game, allows the own managing of the
balance among the challenges and the skills which at the same time control the
immersion in the zone of flow. Doing so, Czikszentmihalyi makes possible that
a very simple game become adaptive to every player, without getting into the
intrinsic complications that have the processes of modeling and auto adjustment
previously analyzed.

4 Conclusions

Nowadays, increasing player’s satisfaction in (video)games is an exciting (and
sometimes a very hard to achieve) challenge. This paper has discussed a number
of different approaches that try to intensify the diversion of the player from
a quantitative point of view, and can be considered a first (and preliminary)
attempt to extract a taxonomy of this issue.

Most of the proposed approaches whose primary objective leads to increment
quantitatively player’s satisfaction can be catalogued in two main categories: one
that tries to quantify user’s entertainment in a game, and another which focuses
in adapting the game in response to player’s needs. Several proffers have been
proposed in both themes, and some of them have been validated and shown
interesting results.

However, as the investigation continues, there are several open research ques-
tions, and further attempts will be developed for obtaining more accurately mod-
els that represent player’s preferences, more complete metrics of entertainment,
and more powerful adaptation mechanisms to personalize the games. For these
reasons, any proposal of taxonomy, will be temporal, and should be extended
in a near future. Future work will be focused on enriching this initial taxon-
omy, refining its classifications and embracing other aspects of the modeling and
increasing player satisfaction issue.
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