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The imputation of unknown or missing data is a crucial task on the analysis of biomedical

datasets.  There are several situations where it is necessary to classify or identify instances

given  incomplete vectors, and the existence of missing values can much degrade the per-

formance of the algorithms used for the classification/recognition. The task of learning

accurately  from incomplete data raises a number of issues some of which have not been

completely  solved in machine learning applications. In this sense, effective missing value

estimation  methods are required. Different methods for missing data imputations exist but

most of the times the selection of the appropriate technique involves testing several meth-

ods, comparing them and choosing the right one. Furthermore, applying these methods, in

most cases, is not straightforward, as they involve several technical details, and in particu-

lar  in cases such as when dealing with microarray datasets, the application of the methods

requires  huge computational resources. As far as we know, there is not a public software

application  that can provide the computing capabilities required for carrying the task of
data imputation. This paper presents a new public tool for missing data imputation that is

attached to a computer cluster in order to execute high computational tasks. The software

WIMP  (Web IMPutation) is a public available web site where registered users can create,

execute,  analyze and store their simulations related to missing data imputation.

able  in the dataset [1,9,16,18,25,27,23,22,21].  In fact, most of the
. Introduction

n the fields of pattern recognition and machine learning,
t  is generally accepted that important factors affecting the
btained  results regarding the prediction accuracy or percent-
ge  of correct classification are the quality of the dataset and

he  appropriate selection of a learning algorithm. Related to
he  quality of the data, it is a very common situation to find
ncomplete datasets containing unknown or missing data.
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Several strategies or methods can be applied to deal with
incomplete datasets. A simple and common strategy is to
ignore  missing values, reducing the size of the useful dataset.
Other  valid approaches to deal with incomplete datasets tend
to  use supervised learning or statistical analysis to impute the
missing  data so as to use the total number of samples avail-
s (J.L. Subirats), pedroj.garcia@cud.upct.es (P.J. García-Laencina),
z), jja@lcc.uma.es (J.M. Jerez).
.uma.es (J.M. Jerez).

biomedical  studies have focussed on developing missing value
estimation  methods for incomplete biomedical or microarray
datasets [35,38,42,20,2,12,19,11,30,5,39,3,36,41,7,10].

erved.
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In concrete, in the area of bioinformatics, there are several
research groups working on the application of information
contained in microarray datasets to classify either the diag-
nosis  or prognosis of certain diseases according to gene
expression signatures corresponding to patients’ samples.
Unfortunately, a common problem is the quality of microar-
ray  datasets and especially those studies using microarray
gene expression data. Most of these datasets can be found and
downloaded  from public websites (Gene Expression Omnibus1

or Standford Microarray Databases2) and, in most cases, they
contain  incomplete samples due to unknown or missing data.
Incomplete  microarray data could be caused by administrative
errors, defective techniques or punctual technology failures.

A  common approach to make the prognosis of a cer-
tain  disease is the use of machine learning algorithms, and
as  mentioned before, the performance of these algorithms
strongly depends on the quality of the data. In addition to
this  inconvenient, the research personnel face another dis-
advantage  when working with microarray datasets: the few
number  of available instances, approximately around 40–80
samples.  Thus, the strategy of just ignoring missing values
samples  in microarray datasets is not recommended because
of  the small number of samples available and because this
simple  technique can introduce substantial biases in the
study,  especially when missing data is not distributed ran-
domly.

Therefore,  the problematic of dealing with microarray
datasets makes the imputation of unknown or missing data
an  important task to be considered when applying a machine
learning  algorithm. Quinlan [24] shows that missing values
in  either the training data or test data affect prediction accu-
racy  of learning classifiers. Moreover, Luque et al. [17] show
the  benefits of having a good quality dataset instead of a good
learning  algorithm. Therefore, the imputation of unknown or
missing data on the area of bioinformatics arises as a problem
to  be dealt especially on this kind of datasets, as it is described
in  [37,13,14,33,26,4,32,15,31,28].

We  next describe some of the standard problems that arise
at  the time of imputing unknown or missing data on a research
study:  (i) a good knowledge of the different imputation meth-
ods  that best fits the type of dataset used in the study should be
acquired; (ii) a valid implementation of these methods should
be  available; (iii) the application of the selected imputation
methods may  need heavy computational resources, a require-
ment  that may  be difficult to be satisfied for small research
groups.

Our  proposal in this paper is to try to help to overcome
these points above described by providing a public website
tool,  named WIMP  (Web IMPutation), that includes several
imputation methods and that offers to the scientific commu-
nity  the possibility of applying them to the dataset involved
in  their study. Further, WIMP  incorporates on its backend a

powerful  computational cluster enabling users to execute the
selected  imputation methods onto a previously loaded dataset
in  a reasonable amount of time.

1 http://www.ncbi.nlm.nih.gov/geo/.
2 http://smd.stanford.edu/.
b i o m e d i c i n e 1 0 8 ( 2 0 1 2 ) 1247–1254

Of course, widely used statistical software, as SPSS3 or
SAS,4 also incorporate some imputation methods. Neverthe-
less,  SPSS and SAS are commercial software with license keys
that  are not affordable to every clinicians and researchers, and,
overall,  these tools only provide imputation methods based on
statistical models [40,34,8], but not based on machine learning
techniques.

The  present paper is structured as follows. Section 2
describes the system architecture of WIMP, including descrip-
tions  of the database used, the computational cluster that
resides  on the backend of WIMP and a brief description of
the  imputation methods that are currently available. Section
3  presents a case of study where missing data imputation is
needed  and shows how it can be solved by utilizing the avail-
able  resources of WIMP. Finally, in Section 4 we  provide some
conclusions and further improvements that could be done in
relationship to the present work.

2.  WIMP  application

The WIMP application software has been developed using the
latest.NET  technology [29]. WIMP is a public website applica-
tion  that enables users to log in after being registered in order
to  impute missing data using several available imputation
methods. The main goal of WIMP is to help potential users so
that  they can focus their efforts on carrying their experiments
instead of dedicating resources for searching, understanding
and  applying the different imputation methods.

Also, in order to speed up the simulations involved in the
imputation process, on the backend of the WIMP  application
(and  thanks to the Computational Intelligence in Biomedicine
research group of the University of Malaga), a computer cluster
is  available so the different imputation methods can be exe-
cuted  relatively fast. Basically, whenever a user planifies and
launches  a new simulation through the website environment,
it  is actually executed on the computational cluster on the
background as a separate process. Finally, and once the pro-
cess  ends, the user is informed via email, obtaining the results
of  the imputation method applied to the dataset previously
loaded.

The  complete system consists of:

• A website application developed with the latest.NET tech-
nology  providing users a friendly and usable environment
in  order to interact with the system.

• An implementation of an SQL Server 2008 database
including all the necessary information concerning users,
projects,  simulations, files, etc.

• A computational cluster composed by 27 quad-cores nodes
PC’s  with 4 GB of RAM each one, all of them running under
the  Linux operating system.

•  A web service implementation that enables the commu-

nication between either the website application or the
computationtal cluster and the system database to grant
them  access to the information stored in it.

3 http://www-01.ibm.com/software/es/analytics/spss/.
4 http://www.sas.com/.

dx.doi.org/10.1016/j.cmpb.2012.08.006
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Fig. 1 – System architecture of the WIMP  application
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Fig. 2 – Screenshot of the home page of the website
onsisting of three layers (see the text for details).

Another web  service implementation that enables the
communication between the website application and the
computational cluster in order to launch the processes
corresponding to every simulation on the computational
cluster.

.1.  System  architecture

ig. 1 shows the architecture of the whole system. The system
s  divided into three different layers that interacts between
hem  by the services provided on the web services developed
n  WIMP.  On the left side of Fig. 1, several users may  connect
o  WIMP  through the website application. The development of
his  layer has been done to achieve a great experience to the
ser’s  view and several browsers has been taken into account
or  this purpose. Therefore, users of WIMP  are able to navi-
ate  with their preferred browser. On the right hand of Fig. 1,
e have the computational cluster that is constantly attend-

ng  to requests send by the website application. Every time
hat  a user planifies and decides to launch a certain imputa-
ion  method over a dataset, on the background the website
pplication is sending this simulation to the computational
luster to get the final results. Finally, the system database is
isplayed on the middle of the figure, that is in charge of stor-

ng  all the information concerning the users, their projects,
imulations and files, which is necessary to execute a task on
he  computational cluster.

.1.1.  Website  application  structure
ig. 2 shows the main screen of the website application of
IMP.  The website application is structured in several tabs

r  options, as described next:

 LOGIN: A webpage allowing users to log in and log out from
the  system, or to create a new user account.
HOME: It contains a brief introduction to the WIMP system,
and  also information about the problematic of imputing
missing or unknown data.

 REFERENCES: List of references used to develop WIMP.

 METHODS: It contains the different imputation methods

included in WIMP  as well as a brief description of each of
them.
application WIMP.

• ABOUT: It shows some information about the developers of
the  system.

•  NEWS: This webpage shows relevant and current news
related  with the application or imputation methods. This
tab  can only be edited by the administrators.

• TUTORIAL: It includes several tutorials about using the
different imputation methods and the application to a con-
crete  dataset.

Once a user is logged into the system, the website applica-
tion  automatically enables the following options:

• Expandable option MY  WIMP,  where the user can choose
among three options:
1. PROJECTS:  Lists all the projects created by the current

user, providing options to add, modify or delete projects.
2.  SIMULATIONS: For a given project, this webpage lists all

the  simulations related to it. It provides different options
to  check the simulations run by the user, in concrete (i)
WAITING: it shows all the simulations of the user that
are  pending to be executed on the computational clus-
ter  for any reason (available resources), (ii) RUNNING: it
contains  a list of all the simulations of the user that are
currently running on the computational cluster, (iii) FIN-
ISHED  OK: it lists all the simulations of the user that have
been  satisfactorily completed (in this sense, the website
application shows a link that redirects to the simulation
webpage in case the user wants to collect the results),
and (iv) FINISHED WITH ERRORS: it shows a list of the
simulations of the user that have ended with some kind
of  error.

•  MY FOLDER: Offers the users the different options available
for  file manipulation, allowing them to add, modify or delete
data  files.

2.1.2.  Database  model
The database model of WIMP is shown in Fig. 3 as an entity-
relation diagram. Currently, the system database is an SQL
Server  2008 database. WIMP  recognizes two different types of

account:  administrator and generic user profiles. The admin-
istrator  role can manage the information of all accounts and
also  add or modify news, settings, etc., while the generic user

dx.doi.org/10.1016/j.cmpb.2012.08.006
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the  training samples, called a map.  SOMs are different from
Fig. 3 – Entity-relation diagram corres

profile is restricted to create new projects, simulations and run
them on the computational cluster. As it can be observed in
Fig.  3, the entity “Simulation” is the nexus between the website
application  and the computational cluster, where all the infor-
mation  needed to run a simulation on the cluster is stored.
Once  a simulation correctly finishes, the final results obtained
are  also stored in the database.

2.1.3. Computational  cluster
Basically, a computational cluster could be described as a
group  of linked computers, working together closely so that
in  many  respects they form a single computer. The computa-
tional  cluster attached to WIMP  is composed by 27 Quad-cores
nodes  and 4 GB of RAM, interconnected on a 1 Gb/s LAN and is
property of the ICB research group of the University of Málaga.
The  server of the cluster hosts an implementation of the web
service  that is constantly attending requests that may  be sent
by  the website application in order to launch a new simulation
on  the cluster, whenever there are available resources on it.
Considering  a properly ended simulation, the computational
cluster is also in charge of storing the results of the simulation
on  the system database through the web service.

2.2.  Imputation  methods

2.2.1.  Mean  imputation
Mean imputation [16] is one of the simplest existing

approaches for imputing missing data. It is accomplished sim-
ply  by averaging the corresponding variables belonging to
complete  row data cases. Thus, the missing values are sys-
tematically  substituted by the mean value averaged across
ing to the system database of WIMP.

all  cases containing no such missing variable. For categorical
variables the mode is used instead of the mean.

2.2.2.  Hot-deck  imputation
The hot-deck imputation method [16] is implemented as fol-
lows:  when a missing variable is to be imputed, the right set of
candidate  donors consisting of row data cases with complete
data  belonging to the same group is selected. From this set of
candidates,  the case closest to the receptor one is selected as
the  donor from which the missing values are taken. For sim-
plicity,  the squared Euclidean norm is used as the similarity
measure between pairs of patient cases.

2.2.3. Multiple imputation
There are several algorithms and techniques for applying mul-
tiple  imputation [13,25,27]. In concrete, WIMP incorporates
the  implementation, known as Multivariate Imputation by
Chained  Equations (MICE) that imputes incomplete multivari-
ate  data by Fully Conditional Specification (FCS). This software
is  freely available on the internet as an R software package.5

2.2.4. SOM imputation
A Self-Organizing Map  (SOM) or Self-Organizing Feature
Map  (SOFM) is a type of artificial neural network trained
unsupervisely to produce a low-dimensional (typically two-
dimensional), discretized representation of the input space of
other  artificial neural networks in the sense that they use a

5 http://www.r-project.org/.

dx.doi.org/10.1016/j.cmpb.2012.08.006
http://www.r-project.org/
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Fig. 4 – Flow diagram of the process executed in the
computational cluster.
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eighborhood function to preserve the topological properties
f  the input space.

As  it is explained in detail in [6], the SOM has been adapted
o  handle and impute missing values by changing the treat-

ent  of the input data. In particular, when an observation
ith missing features is given as input to the map,  the miss-

ng  variables are simply ignored when the distances between
he  input vector and the nodes are computed. This principle is
lso applied both for selecting the image-node and for updat-
ng  weights. Once the SOM can handle missing input data,
his  model is used for imputation. First, when an incomplete
attern is presented to the SOM, its image-node is chosen

gnoring the distances in the missing variables; secondly, an
ctivation  group composed of image-node’s neighbours is
elected;  and finally, each imputed value is computed based
n  the weights of the activation group of nodes in the missing
imensions.

.2.5. MLP imputation
 Multi-Layer Perceptron (MLP) is a feed-forward artificial neu-

al  network model that maps sets of input data onto a set
f  appropriate outputs. An MLP  consists of multiple layers
f  nodes in a directed graph, with each layer fully connected
o  the next one. Except for the input nodes, each node is a
euron  (or processing element) with a nonlinear activation

unction. MLP  utilizes a supervised learning technique called
ack  propagation for training the network.

MLP imputation [6] consists of training an MLP  architecture
sing only the complete cases as a regression model: given D

nput features, each incomplete attribute is learned (it is used
s  output) by means of the (D − 1) other attributes given as
nputs.  The MLP  outputs are used to impute unknown values
iven  the observed ones. When missing items appear in sev-
ral  attributes, several MLP  schemes have to be designed, one
er  missing variables combination.

.3.  Workflow  in  WIMP

he workflow diagram that follows every process planified
nd  executed in WIMP  is shown in Fig. 4. Whenever a
ser  planifies a simulation, WIMP  internally stores in the
atabase  all the information concerning this simulation (files,
atasets,  etc.). In this sense, the first state assigned to a
imulation  that has been just planified by a certain user is
Wait”.  This means that the task is pending for available
esources on the computational cluster in order to be exe-
uted.

Next,  the website application sends a request to the com-
utational cluster with the ID of the simulation that the
ser  wants to execute on it. Therefore, the web service that
esides  on the server of the computational cluster attends this
equest  and extracts all the information related to this simu-
ation  launching it on an available node of the cluster. At this

oment,  the status of the simulation is changed to “Run”.
Once  the simulation finishes, the computational cluster is
n  charge of collecting the final results, storing them into the
ystem  database and finally sending an e-mail to the user that
aunched  this simulation informing that the results are avail-
ble  to be downloaded from the website application. All these
processes are obviously achieved through the web  service that
resides  on the server of the cluster.

In case any error occurs, i.e., datasets with incorrect format
or  mistakes on values of some parameters of the imputation
method selected, then the state of the simulation is imme-
diately  changed to “Error”. Moreover, it is stored into the
system  database a log file and an e-mail is sent to the user
that  launched this simulation in order to report this situation.
Thus,  the user could access to the log file through the web-

site  application and try to get over, if desired, the encountered
problems.

dx.doi.org/10.1016/j.cmpb.2012.08.006
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Fig. 5 – Screenshot of the loading step for processing a file,
in  which the type of each variable has to be selected
together with the symbol used in the file for marking

Fig. 6 – Screenshot of the WIMP  application when one of
the  available imputation methods is selected.
missing data.

3. A  case  of  study

In order to provide an example of missing data imputation
using our WIMP  application, a real biomedical dataset has
been  selected consisting of 935 oncologic patient samples and
each  of them describing four features related to the disease
of  the study. These features are: Menopause state (V1), cate-
gorical  feature with two possible values (“premenopausal” or
“postmenopausal”); tumor size (V2), quantitative feature that
measures  the size of the tumor; grade (V3), categorical feature

that  indicates the grade of the tumor; and number of affected
nodes  (V4), quantitative feature that measures the number of
nodes  involved in the disease.

Fig. 7 – Missing data imputation in some incomplete vectors from
and “hot-deck imputation” methods implemented on WIMP.
Within the samples of the dataset, missing values are
located on every feature with the symbol “NA”. Notice that
actually  WIMP allows users to indicate a symbol for the miss-
ing  value of each feature of the dataset but, in order to simplify
this  example, the same symbol “NA” is used for the missing
value  of every feature of the dataset.

Once the user has the dataset ready to apply an imputation
method, it must be loaded as a first step of the imputation
process. This step, shown in Fig. 5, stores the dataset on the
system  database along some extra information like the type
of  every feature (quantitative or categorical) or the symbol of
the  missing value of each feature.

After this first step is finished, the user must choose one of
the  five imputation methods that are available in WIMP  at the
moment  (see Fig. 6). Depending on the selected method, some

extra  parameters should be configured in order to launch the
simulations.

 the biomedical dataset by using the “Mean imputation”

dx.doi.org/10.1016/j.cmpb.2012.08.006
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When the user launches a new simulation applying the
hosen  imputation method to a certain dataset, the simulation
s  automatically queued until there are resources available
n  the computational cluster. This process is transparent to
he  user who can continue loading, configuring and launching
ew  simulations using WIMP.  Through the options offered, the
ser  can check at any time processes that are queued, running
r  have already finished.

Finally,  WIMP  sends an e-mail to the user when a sim-
lation ends, reporting this fact with some useful related

nformation. The user could get the resulting file dataset with
he  imputed data through the ended simulations option in

IMP.  In Fig. 7, it can be appreciated part of the dataset with
ome  missing data to be imputed (left side) and the result-
ng  part of the dataset after applying the mean imputation

ethod (center) and hot-deck imputation method (right side)
ith  the missing values filled in.

.  Conclusions

n this work, we  present a novel web application called WIMP
hat  offers the scientific community the possibility of imput-
ng  missing data to a given input dataset in a user-friendly
ay.  The statistical imputation methods included are mean,
ot-deck  and multiple imputations. Besides other imputation
ethods based on machine learning approaches are available

uch  as MLP  or SOM. We believe that WIMP  could be a useful
ool  for researchers as up to now, in order to impute missing
ata,  they have to develop (or download in some cases) the dif-
erent  imputation methods with the consequent extra effort.

oreover,  as some imputation methods need high computa-
ional  requirements, the availability of WIMP can be a great
dvantage for individual researchers or small research groups
hat  do not have enough computational resources.

WIMP  arises as a free available resource on the internet that
ntegrates  the most common imputation methods. The sys-
em  can help the research community by saving users from
eveloping, downloading or fully understanding the imputa-
ion  method that they are going to use. In this sense, users
ill  only need to upload the dataset and add some extra infor-
ation  related to the features of the dataset (type and symbol

or  missing values) in order to launch a simulation and get the
esults  as a file with the imputed data. Furthermore, WIMP
ncorporates on its backend a computational cluster where
hese  imputation methods are executed, providing results in

 reasonable amount of time, even for complex machine learn-
ng  based approaches.

In  the near future, WIMP  will incorporate more  imputa-
ion  methods, such as K-Nearest Neighbours (KNN) or Local
east  Squares (LLS) techniques, and a series of modifications
n  terms of usability and user-experience. In this sense, feed-
ack  from users will be much  appreciated.
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Appendix  A.  Glossary  of  acronyms

FCS Fully Conditional Specification
KNN  K-Nearest Neighbours
LLS  Local Least Squares
MICE Multivariate Imputation by Chained Equations
MLP Multilayer Perceptron
SOM  Self Organizing Maps
WIMP  Web  IMPutation
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