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Abstract. Biologically inspired receptive fields are used to process in-
put facial expressions in a modular network architecture. Local receptive
fields constructed with a modified Hebbian rule (CBA) are used to re-
duce the dimensionality of input images while preserve some topological
structure. In a second stage, specialized modules trained with backprop-
agation classify the data into the different expression categories. Thus,
the neural net architecture includes 4 layers of neurons, that we train
and test with images from the Yale Faces Database. A generalization
rate of 82.9% on unseen faces is obtained and the results are compared
to values obtained with a PCA learning rule at the initial stage.

1 Introduction

Face perception is a very important component of human cognition. Faces are
rich in information about individual identity, but also about mood and mental
state, being accessible windows into the mechanisms governing our emotions.
Facial expression interactions are relevant in social life, teacher-student interac-
tion, credibility in different contexts, medicine, etc. Face expression recognition
is also useful for designing new interactive devices offering the possibility of new
ways for humans to interact with computer systems.

From a neurophysiological point of view face recognition appears to be very
important. Experiments both in monkeys and humans show the existence of
dedicated areas in the brain where neurons respond selectively to faces ([1-3]).
Also it has been shown that complex visual processing related to discrimination
of faces is a very rapid task that can be completed in approximately 100 msec
suggesting the involvement of a mainly feed-forward neural mechanism [4].
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In this work we construct a modular neural network including two parts,
trained in different ways: first, a hidden layer of neurons having the task of de-
veloping receptive fields, with the aim of reducing the dimensionality of the data,
to be further classified by the second stage of specialized modules, sometimes
called "experts”, trained with backpropagation.

Neural-based models have been proposed in the last decades to imitate the
perceptual capabilities of simple cells in striate cortex of biological systems [5
8], and some have been tested in natural scenarios [9, 10]. Stimulating a single
neuron model with natural images, PCA [11] learning rule was shown to develop
receptive fields (RFs) similar to those found in visual cortex in the early experi-
ments of Hubel and Wiesel [12,13]. The resulting RFs contained excitatory and
inhibitory regions arranged in a preferred orientation. The emergence of these
regions are related to long term potentiation (LTP) and depression (LTD) of
the learning rule. According to the Hebbian postulate, PCA rule incorporates
heterosynaptic LTD but not homosynaptic LTD, both described in the nervous
system by different authors [14, 15]. The CBA rule proposed in this work to per-
form the first processing stage incorporates both types of synaptic competition
and it is derived from the one proposed in [16] for neural assemblies formation,
with the difference that incorporates a decay term.

The use of modular neural network architecture rather than fully connected
ones seems to be a simple and effective solution to complicated tasks and also
have the advantage of better generalization properties, reduced training times,
and adaptability [17, 18]. Modular networks have been used successfully in sev-
eral tasks such as speaker verification, face identification, time series prediction,
etc. [19-21], and are also very useful tools for exploring hypothesis about brain
function [22, 23].

Different systems have been constructed to deal with facial expressions ([24]
for an interesting review), but few of them use a neural network approach (see for
instance [25] and references therein). For example, in [26] a feedforward network
with PCA input encoding of some facial features (eyes and mouth) is trained
to classify emotions; Lisetti et al. [25] constructed a backpropagation network
to classify the degree of expressiveness of faces; and Franco et al. [27] use an
unsupervised algorithm to reduce the dimensionality of the input data and a self-
organizing process to form the receptive fields. This work continues to explore the
potential of neural networks to perform this kind of task, trying to respect some
biological constraints implemented by the CBA rule, and using the capabilities
of modular systems to obtain better classification rates.

2 The Database of Images

The Yale Face Database [28] contains 165 gray scale images in GIF format of
faces from 15 male individuals of different races and containing different features
(moustache, glasses, etc.) We use a subset of the database that consists of 14
subjects displaying 4 facial expressions: neutral, happy, sad and surprised faces.
The images were cropped to obtain input images 8 pixels width by 24 pixels
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height covering a portion of the face located on the left side. (See Figure 1).
The images were centered taking the tip of the nose as reference and some light
illumination correction was applied to a couple of images; both operations were
carried out by a human observer. The resulting images were transformed to pgm
8-bit gray scale format, ready to be fed into the network after a linearly scaled
transformation of pixel intensity into the interval [0, 1].

Figure 1 shows a sample of the different expressions displayed by one of the
subjects. In the leftmost image the area of the face cropped and used as input

is shown.

Fig. 1. Sample subject showing the four full face expressions (neutral, happy, sad and
surprised). The white rectangle inside the rightmost figure corresponds to the area
cropped and used as input for the neural network.

3 Network architecture

The network architecture is similar to that proposed in the work of Franco
et al. [27], and it consists of a 4 layer modular neural structure composed of
sigmoidal units. The input layer has 192 units corresponding to the 24x8 pixels
of the area cropped from the original images. Every input neuron transmits
information through a single hebbian weight, projecting to a specific neuron in
the first hidden layer, selected according to a self-organized process. Thus, one
has at this level a new reduced representation of the images, expressed by the
activity of 48 neurons, that preserves some topological aspects of the original
input. The whole network architecture is shown in figure 2, where at the top
we show a sample input image followed by the structure of the receptive fields
corresponding to the first hidden layer neurons.

After this unsupervised compression the network splits into three modules
corresponding to the expressions different from the neutral face: happy, sad and
surprised. The structure of the modules could depend on the emotion they spe-
cialize in; in the case we consider here they have all the same type of architecture:
one hidden layer fully connected with one output unit. There is a difference in
the number of hidden neurons belonging to each modules since the recognition of
happy and surprised faces is much easier than the recognition of sad ones, a fact
that was previously known from experiments both with humans and computers
[22]. Tt was necessary to put 4 hidden neurons for sad faces while 3 neurons
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were enough for happy and surprised ones. In this way the output of the whole
network has 3 neurons that should be all OFF when a neutral face is presented,
while when a face displaying an emotion is shown, the corresponding module
output unit should be ON.

3.1 Receptive fields formation process

As we mentioned before, the first layer of weights is organized according to
the dynamics of both CBA and PCA learning rules, with the aim of obtaining
receptive fields of 2 x 2 pixels from the input images.

The neuron model consists of a vector x of inputs, a vector w of synaptic
weights, and a scalar output y, given by y = w - x, that represents the neuron
activity.

In a previous work [16] we proposed a new correlational learning rule (BA, for
bounded activity) that formed stable neural attractors in a recurrent network.
The CBA learning rule is essentially a modification of the BA rule in which an
extra term to implement the heterosynaptic LTD has been incorporated. Thus,
the resulting synaptic modification equation for the CBA rule is a Hebbian-type
learning rule with an specific form of stabilization, defined as

Aw; =ax;y(y —1)(A—y) — Byw;, (1)

where « is the learning rate, y is the neuron activity and x; is the input ac-
tivity from the i-synapsis. The term A avoids the unbounded weight growing
in a plausible way, and can be interpreted as a neuronal parameter represent-
ing the maximum level of activity at which the neuron might work. The CBA
modification equation also defines a threshold 7 that determines whether de-
pression or potentiation occurs depending on pre- and postsynaptic activities.
Finally, the parameter § controls the heterosynaptic competition effect, such
that the strength of synapses can change even in the absence of presynaptic ac-
tivity to those synapses. All these parameters adopt positive values. The effect
of this adaptation mechanism in the receptive fields formation process is that
the graded response elicited after stimulus presentation leads the neural activity
either to high or resting levels.
On the other hand, the PCA rule, proposed by Oja [11], is known to perform
a principal component analysis of the input vectors, converging to the largest
eigenvector, while normalization is ensured. The change in the weight values can
be written as
Aw; = ay(x; —yw;) (2)

4 Simulations results

As the amount of data available for training and testing is limited (14 subjects,
56 images), a cross-validation procedure was used [18]. In this procedure 13 out
of the 14 available subjects are chosen to train the network and the 4 unseen
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Fig. 2. Schematic structure of the network architecture used to perform facial expres-
sion recognition. The network has 192 inputs corresponding to the part of the face
considered and being projected via hebbian weights to 48 neurons in the first hid-
den layer, with self-organized receptive fields. The modules, specialized in the different
expressions: happy, sad and surprise, have a one hidden layer structure with an out-
put that should be activated when a face displaying its corresponding expression is
presented at the input. At the top, one of the input sample images is shown.
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faces of the remaining subject are used to test the generalization ability of the
system. The process is repeated 14 times, one for each subject being kept out of
the training set, and averages values are taken.

The first layer of 192 weights, one for each input pixel, is trained with the
CBA and PCA unsupervised learning rules. The rest of the weights, those be-
longing to the modules, were trained with the standard backpropagation algo-
rithm (Hertz, Krogh & Palmer, 1993; Haykin, 1995). To prevent overtraining
and to obtain a better generalization ability we monitor the training error on
each input image, stopping the training on such image when the error was lower
than 0.10. Since the backpropagation training is an on-line procedure, at the
end of the training phase the average error per example was decreased to 0.02,
approximately. All layers of weights were trained at the same time upon the
presentation of an input image. Table 1 shows the parameters setting for the
proposed neural architecture.

Table 1. Setting of parameters for the neural architecture (CBA, PCA and BP algo-
rithms).

Learning constant for BP algorithm, n 0.01
Learning constant for unsupervised learning, o 0.001
Maximum level of activity, A 1.0
Threshold level, 7 0.1
Heterosynaptic competition term, 8 0.000015
Input values range, [0.0, 1.0]
Weights initialization range, [0.1 £ 0.001]

The generalization error rates produced by the three modules specialized in
different expressions for CBA and PCA learning rules are shown in table 2. We
can observe that the generalization rate is similar for both rules, although the
error is distributed uniformly among the three modules for CBA, whereas the
recognition of the sad faces (more difficult to recognize than the others) is worst
for PCA rule.

5 Conclusions and future work

We explore the generalization ability of a modular neural system to classify
facial expressions. Using a mixed learning scheme composed by unsupervised-
supervised training, we obtain a generalization ability on novel faces of 82.9%.
The unsupervised processing used the CBA rule that incorporates an homosy-
naptic term that prevents an excessive growing of the weights and lead to a
similar level of recognition rate than the PCA rule. An interesting feature of
the results is that a similar performance is obtained for the different modules
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Table 2. Generalization error rates for the modules, specialized in happy, sad and
surprise faces, and for the whole net using first layer PCA and CBA rules in the
formation of receptive fields. The generalization error is measured after the training
procedure succeeds, when the training error per example turns out to be around 0.02.

Expression Error Error
Module  (PCA) (CBA)
Happy 0.057 0.057

Sad 0.086 0.057
Surprise  0.027 0.057
Total 0.170 0.171

specialized on different facial expressions, in contrast to the case when the PCA
rule is implemented, and it may need further tests to be fully understood.

The advantage of using a modular approach is that it will permit the ad-
dition of new modules to recognize different expressions that could be trained
separately.

Possible extensions of this work includes testing the system with a more
extensive database, using the whole face as input, and studying the effect of
changing the sizes of the receptive fields. It would also be desirable that the
network itself should be capable of performing the identification of a face in a
complex input image, permitting the use of the system in a real environment
and potentially to be mounted on a robot.
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