Quinta relacion de problemas Técnicas Numéricas
Francisco R. Villatoro y Carmen M. Garcia 1 de Diciembre de 2001

Ejercicios de Métodos Iterativos para Ecuaciones Algebraicas.

1. Considere el siguiente sistema de ecuaciones

rt+ay=a
ar+y+bz=>b
by+z=c

a) Determine los valores de a y b para que el sistema tenga solucién
Unica

b) Determine los valores de a y b para asegurar la convergencia del
método de Gauss-Jacobi para la resolucion de dicho sistema

c) Determine los valores de a y b para asegurar la convergencia del
método de Gauss-Seidel

d) Estudiar la convergencia de los métodos anteriores y el método de
Cholesky para los valores de a y b para los que la matriz de los
coeficientes del sistema es simétrica.

2. Sea B una matriz real cuadrada de orden n x n tal que Bx = 0 y

1B| = 0.

a) ;Cudl es la relacién entre b;; y b;;, donde B = (b;;)?

b) Si B = A— AI donde X son los autovalores de A, ;cudl es la
relacion entre A y los coeficientes o elementos de la matriz A?
c) (Cudl es la relacién entre |A|msx v |A|mm v los elementos de A?

d) Sea A unamatriz cuadrada de orden n xn tal que a; = 1. Deduzca
las condiciones que deben satisfacer los coeficientes de esta matriz
para que el método iterativo de Gauss-Jacobi converja cuando se
utiliza para resolver el sistema Ax = b.

3. Comprobar que la matriz que determina el sistema

10[)’21—3[)’22 =2
—3$1+10$2 —2.773 =3
—2!132‘1‘ 101’3 = 5,



6.

es definida positiva. ;Qué pardametro de relajacién w escogeria para
obtener una convergencia mas rapida? Escribir las 3 primeras itera-
ciones del método de relajacion con esa w tomando como valores ini-
ciales x = 0. Comparar con las 3 primeras iteraciones de Gauss-Seidel.

. Puede converger un método iterativo para la resoluciéon de un sistema
de ecuaciones lineales de la forma

z® = Bz 4 ¢

siendo B una matriz singular (|B| = 0)7

Dados
4 -1 3 2
A = —1 4 —1 5 b - 6 3
3 -1 4 3
determine

a) el vector x tal que Ax = b por factorizaciéon de Cholesky,
b) A~! a partir de la factorizacién de Cholesky,

c) ¢converge el método de Gauss-Jacobi? Realiza cuatro iteraciones
con el vector inicial (¥ = 0,

d) jconverge el método de Gauss-Seidel? Realiza cuatro iteraciones
con el vector inicial (¥ = 0,

e) calcula el polinomio caracteristico de A, y calcula sus raices (aplica
Ruffini para la raiz unidad),

f) la descomposiciéon LU (es decir, A = LU donde L es una matriz
triangular inferior con unos en la diagonal principal y U es una
matriz triangular superior.

Dado el sistema Ax = b, donde

0 3 1 14
A= 2 -10 3 |, b=| -5,
1 3 10 14

resuélvalo por medio de los siguientes métodos

a) un método directo que, a su juicio, sea el mas preciso,



b) justifique el uso del método que utilizé en (a),

c) ¢puede resolver este sistema por el método de Gauss-Jacobi? ;Por
qué? Si lo puede hacer, haga sélo dos iteraciones y determine la
tasa numérica de convergencia. Ademas calcula la tasa exacta de
convergencia.

d) ;puede resolver este sistema por el método de Gauss-Seidel? ; Por
qué? Si lo puede hacer, haga sélo dos iteraciones y determine la
tasa numérica de convergencia. Ademads calcula la tasa exacta de
convergencia.

e) utilice un pardmetro de relajacién w y determine para qué valores
de dicho parametro un método de relajacion converge. Para un
valor w # 0 y w # 1, si para dicho valor el método converge, haga
dos iteraciones y determine la tasa de convergencia del método de
relajacién que ha utilizado.

Para la resolucién del sistema Bz = b, donde z,b € IR?, se propone el
siguiente método iterativo

e = p 4 Az, k>0,

A:(A C), \ceR.

donde
0 —\

a) ;Para qué valores de A\ y ¢ existe solucién tnica?

b) Sea xpp el punto fijo de la iteracién. Calcule zpp —z® para aque-
llos valores de A y ¢ para los que existe solucién unica. Suponga
que |A] < 1.

¢) Para las condiciones del apartado (b), jcémo se comporta ||zpr —
|| v [Jz*) — 2|, cuando k — 0o? ;Es la convergencia al
punto fijo independiente de ¢? Justifique todos los resultados.

Dado el sistema Az = b, donde

321 1
A=|23 1|, b=|2],
11 3 3

resuélvalo por medio de los siguientes métodos

3



10.

a) por factorizacién de Cholesky.

b) ;Puede resolver este sistema por el método de Gauss-Seidel? ; Por
qué? Si lo puede hacer, haga sélo dos iteraciones a partir de la solu-
cién nula y determine la tasa numérica de convergencia. Ademas
calcula la tasa exacta de convergencia. ; Cudntas iteraciones nece-
sitard para alcanzar un error absoluto de 107°.

c) (Puede resolver este sistema por el método del descenso més rapi-
do? ;Por qué? Si lo puede hacer, haga sélo tres iteraciones y de-
termine la tasa numérica de convergencia.

d) ;Puede resolver este sistema por el método del gradiente conjuga-
do? ; Por qué? Si lo puede hacer, haga sélo tres iteraciones a partir
de la solucién nula y determine la tasa numérica de convergencia.

,Cuantas iteraciones necesitarda para alcanzar un error absoluto
de 1075,

e) Desarrolle un método de relajacién basado en el método del gra-
diente conjugado. Determine para qué valores del parametro w el
método de relajacién converge. ;Cémo determinaria el w éptimo?
Itere tres veces el método que ha obtenido (con el w 6ptimo).

Dada la matriz

1 0

4 0
A= 1 1|’
0 2

O O =N
— s = O

calcule su factorizacién LU por medio de los métodos de Doolittle y
Crout. Calcule también la descomposicion de Cholesky y la descom-
posicién de Cholesky modificada (LT DL).

Dada un sistema tridiagonal < a;,0),c¢; > © =< d; >,

b1y + 179 = d,
(15351 + bQIQ + Col3 = dg,
asxo + b3£€3 + C3T4 = dg,

Ap—1Tp—1 + bnxn = dna

escriba los algoritmos de Gauss-Jacobi y Gauss-Seidel en detalle, en
componentes.



